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Eye-tracking as Control Mode
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• Eye-typing

• Text-to-Speech

• Gaze-buttons and gaze-aware 
interfaces

• Mobility control (wheelchairs)
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Eye-tracking as Control Mode



Eye-tracking – Cartographic
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Research Objective:

Find suitable ways to facilitate map interaction directly using eye-
control.

Research Questions:

1. What pairing of map interaction and eye-control method 
would produce a usable eye-based map interface?

2. Can its implemented gaze control/awareness provide 
beneficial map interactions?
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Conceptual Model
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• Map interaction chosen for 
implementation - Navigation 
(Pan & Zoom)

• Common interaction model 
identified: Pointers and 
Trigger(s)

• Assembled into three 
interface concepts:

#1 – Conventional Desktop 
Interface

#2 – Gaze-supported Interface 
(gaze-pointer, hardware triggers)

#3 – Eye-Only Interface (gaze-
pointer, eye behaviour triggers)

• For Comparison via User Testing



Implementation - Programming

• Python, using PyGaze and 
PyGame modules

• PyGaze – Python wrapper 
to the Gazepoint API, and 
provides built-in 
calibration and eye-
tracking functionality

• Uses PyGame for 
interactivity, allows for 
extending PyGaze’s 
functionality

• ! Quirks in behaviour 
of the GP3 Eyetracker
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Implementation - Zooming
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Implementation – Panning 
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• Panning

• Recentering

a)                                                  b)



Implementation - Panning
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• Panning

• Recentering

c) 



Setup and User Testing
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User Test

User tests consisted of three parts:

• 1. Briefing and Background Questionnaire

• Demographics, Map Use Familiarity, Glasses Wearing 

• 2. Interface Testing (in order 1, 2, 3)

• a) User Tasks (randomized Trial Order)

• b) Usability/UX Questionnaires

• 3. Post-Study Questionnaire and Debriefing

• Interfaces and Interaction Preference/Ranking
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User Profiles

• 16 participants (1:1 male-female)

• 50% wore glasses during testing

• Highly map literate

• as expected – participants from TUM Chair of Cartography, its 
students and alumni

• 14 of 16 use maps regularly and had made maps for use
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Setup and User Testing
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User Tasks
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• Three sets of tasks 
(called ‘Trials’)

• Randomized order 
for each user

• Tasks modelled to 
encourage use of 
panning and 
zooming in varied 
ways



Task Model
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Task Performance

• Mouse and Keyboard was 
fastest on average

• Gaze-interface times 
slower and larger variance

• Some users achieved 
similar or better times 
using gaze interaction

• All users successfully 
completed all tasks
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Problems Impacting the Eyes-Only Interface

Inability to 
Wink

Some users covered the 
respective eyes with their 
hand

Unexplained 
Swapping of 

Eye Functions

Users adapted and 
persisted using the 

interface

Head motion 

&

Users viewing 
monitors up 

close

Returning to sat back, 
resting state allowed eye-
tracker to regain eye- lock
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User Problems and Behaviours

• Winking was difficult for a majority (9 of 16)

• Poor eye-tracker calibration without discernable reason with some 
users

• Users shifting out of eye-tracker view

• No indicator of eye-lock present in the interfaces

• Head motion in desired direction of target/panning

• Coupled with frustration at non-responsiveness/failure to trigger gaze-
based interactions
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User Assessment – Task Load and Usability
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Users’ Ranked Preferences 
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Takeaways

• Gaze-interfaces more stimulating to users

• Practicality hindered by instability and user capabilities

• Strong preference for Gaze-directed panning

• Likely skewed due to lack of mouse drag panning

• The strong preference for Eyes & Keyboard interface

• Corroborates previous research on well received gaze-pivot 
zooming

• Shows potential for adoption and successful use
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Research Questions

1. What pairing of map interaction and eye-control method would produce a usable 
eye-based map interface?

• Based on the interaction model identified, an interface for map Panning and Zooming using 
gaze-based pointers and triggers
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2. Can its implemented gaze control/awareness provide beneficial map interactions?

• It successfully facilitated the map navigation for all users

• Some users’ performance and preferences indicate gaze-interfaces allow for similar 
efficiency to the baseline mouse and keyboard

• Gaze-supported navigation (interface #2) specifically can has a marginally worse load and 
usability than mouse; Both gaze-interfaces offer more user stimulation

• Interface stability, users’ physical capabilities, and the interplay of glasses and lighting are 
challenges for such an interface.
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