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The development of social media has improved public discussion online. The
proliferation of social media data provides eacess to a huge amount of usgenerated
content. Geotagged microblogs have been investigated in a variety of research fields for
understanding spatial temporal pattein subjects like human mobility aratharaceristics of
a aty. Besidegieotagged miablogs, textal content caralso be used to harvest geographical
information.However, there is little research on this topicherefore, in this study, we aim to
demonstrate how we can illustrate the connections between a virtual community and other

states and regions by analysing microblogs.

To fulfill the researchaim, we presentthe workflow of how to define a virtual
community ancharvest geographical information from microblfegeds. Thenve discusghe
visualization tebniques we need to displagud information. In order to do so, Sin&/eibo
was picked aadatasourceto demonstrate the international connections between China and

restof the world.

Through visual analysiwe find out that even in Cyberspace, theysical world still
has animpact, andit can be provedhat states geographically clostr Chinahave ahigher
level of attention (stronger data flow)n the meantime we can also notice the barrier of
information exchange caused by real space distance has less influence in Cyberspaca,
community can have stng bound withfarawaycountry. But generally sgaking, thdevel of
attention of a state is related tits eonomypower. Andthere isa different topic preference
between male and female userhis study may provide a newsearch aspedor analysis
human thought, thespreal of news, international relations, cresslture communication

based on textal geoinformation contained in social mediata
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With the development of social medend the growing popularity of smartphones,
extracting and interpolation information from social media data has become a pofmgde
in a variety of domainsExtractionof information fromusergenerated data is no longer a
fresh topic. Combined with GIS techniquearious research related to society has been
carried out The GPS function in smartphone makes it possible for nowadays user to add a
location tag when they post something online, thageotagged records have become the
main data source in GIS domain. However, the increasing deofdadation datehas a clear
conflict with usersoncern abat private Since usegenerated natural language data takes
a great role in these platforms, i iuseful for us to think whether we can also extract

geographic information from textual data.

Traditionally, when we talk abouhe spatialtemporalanalysis of social media data,
it always related to topglike human mobility patters point of interestdetection,important
event detectionand the mode of transmission. However, social media has its own value as a
reflection of real world including the invisible connection and influence between states and
communities. The geographical information extrattefom social mediadata, therefore,

could offer a new possibility to depict tlmnnectionbetween virtue communities.

This research project will respond to those questions, collecting social media data with
mappable textual geographical information, withe help of visual data analysis to reveal

interesting spatial patterns about the relation between virtue communities.

1.1Purpose and btivation

When we talk about social media data analysis, the study of public opinion and trend
detedion are often impeotant points The fact is, getting useful information from social media
data has been considered to be one of the cheapest and fastest strategies for product
innovation and ervice improvement for years. Ahe same time, we also cannot omit the

mappable gographical information contained in social media data. Every post online has a

1



record of the timestampndicaingwhen exactly it was created, angers have well defined
profiles containing data such as name, age and locat\athioudakis andKoudas 20Q).

Such information could be extracted and used in different fields. In the past few years,
enlighteningresearch has been conducted.dartography fieldgeographical information is

of interest Traditionally, when social media data and &kScombined research directions

are more concentrated on analysis gemged posts, from which visualizatieystems have
been built to dig up unusual events and trend (Piller, Vossen, Ihl et al. 2011). However, the
current progress achieved mainly through geotaggeth, further research into harvesting
geoinformation fronthe textis in need throughout wider topics. As a reflection of real space,
new research idemamong GIS and Cartography domain is stimulated by those social media
users along with theidocation information and textal geographical information they
generated.The work of Anthony et al (2013) and Ming et al. (2012) have demonstrated the

expansion of research togganvolving textual informatian

Although previous studies have revealed spatial paite there is potential for new
aects of textual geoinformatiarAs referred in a work conducted by Kalev et al. (2ah8),
text could be used to expand the mappable information. Every @ayual geoinformation is
generated and sharedthrough internet for instance: another superhero movie from
G! YSNRAOIF YT | ALISOALT &G ND Sudnoudictdh VS G DB N Y & RIS [
dGdzyyAy3 GNF 3ISRe KILIWSYSR AYy 4&. Nieilsefithket ® . &
amount of the mappable informabn could indicate the relation and connection between
virtue communities, and when usesee, share, or posthese actions, in turrshape the data
flow and the border of their community. Today, the globalization becomes faster and more
natural with thehelp ofthe internet, the domesticuser can hear overssanformation easily,
international relations has become a more interesting and daily topic for normal people than
before. Multiple authors have brougtihe influence and value of social media @oreign

policy and culture transmission ineonacademiarea(e.g, Cheng, 2013; Wang 2012).



1.2 Research iffectivesand Researchu@stions

To connect the research realm and bring spatiotemporal aspettishe field of social,
cultural and internationalrelations studies, this thesis broadly aims at depicting the
connection between states derived from user generated content in social media, performing
an analysis from geogphical and temporal viewpoint$n this studywe useSina Weibas
data source tanalysethe Chinese communitglevel of concerrfor, or interested in other
states The reason we choose Sina weibo is thiatost all of the Weibo user are post in
Chinese language atakcated inside the boundary of Chir&ouis et al. 2011}hereforethey
could beidentified asrepresentativeof Chinesecommunity.9 @Sy (K2 dzaK GKS
has a more abstract political and cultural meaning in Cyberspace, the term can still be bound
to an actual geographic spaceherefore those state related datats canbe presenedbya
map, through whichwe expect to see thalifferent level of concern for other stateshows

somespatialpatterns.

To reachthe research objedte, we establish the ftdwing research questions to

provide a clearestudy content

Data Acquisition! &a ¢ SA 0 2 ¢  §ashdrt més§age broddégiSliciywhich
has less than 140 charactetdundreds and thousands efeibos are generated every day,
some of them contain textual descriptiomefers to a specificstate but not all. It is not
necessary antiardly possible to collect all weibo posteduring the study period. Thusje
need to specifywhichweibowe should collect, and how we can collect thehhis lead to the

first research question.

- RQ1:What are the possible method® tharvest weibos that contain textual

geoinformation at a state level.

To be more specific, this question could be further divided into two sub questions:
- Which states should be cover@uthis study

- How to acess microblogs that contain threquired textual information?



Information ExtractionAfter we obtain the actual datéweibos)and metadatale.g.,
user information, the time oits creation),to analysidarge volumegextual content we need

to perform some text processing tasKksis wil bring us the second research question.

- RQ2:How should we process the texl content of weibad?

Visual AnalysisThe weibo content and the meta data like user gendepost count,
have differentcharacteristics and those characteristiomould make certain visualization
techniques more suitable than othersvhen presening them. Therefore we considerthe

following research question.

- RQ3:What informationvisualization techniques shoulte usedto presnt the

different information we harvested fromcaual weib® andtheir metadate?

1.3 Structure of T&Thesis

The thesis will be finished with the following structure.

Chapter 1 Introduction This bapter givesa brief introduction of this project, the

motivation, and the research objectives.

Chapter 2state of the art In this chapter, the research backgral) the previous work
achieved,and related studies are introduced his chapter will start with the value and
characteristic of social media and different geographical information, then comes to the

related technique background that includes text processing and visualization.

Chapter 3 Methodology and workflowThis chapter is split into two main sections:
methodology design and workflow/process details, which addresses data acquisition, data

handlng and visualisation.

Chapter 4 Result analysis and discussibmthis chapter, wenalysethe information

we obtainedby describing the spatidémporal patternsand their possible explanations

Chapter 5 Conclusiorin the end, thethesis is summarizednd possible future work

andlimitations of the studyare presented.
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The concept of Volunteered geographic information (V& viirst brought upearly
in 2007 Goodchild 2007) Since shortly after the concept was brought up, cortfesfast
growing age of social media. Ever since that time, social media data argdysesl an

important role

In the following periodresearches in GIS domain have beelriving towards many
interesting directions. Helped ke statisticalmethod andNature Language Process (NLP),
we can use social media datatttee modelhumanemotion pattern, to predict the type of a

point of interest PO), or to visualize the transmission of a breaking news.

Today, studies surroundingpcial media has already rded other social sciences
fields. Topics aimed at revealing social structure, national interest and depict virtual
communities have been established. Combined with impressive visualization methods, more
and more questions have been answered with strongorstand easyto-understand

representatiors.

The literature reviewwill, therefore, start with this development history of social
media analysis in GIS domain, then cover the concept of virtue community. Later, the
technicalbackground of NLP commonly inved in related research as well as this proje!
be introduced. Finallydetails aboutvarietyof visualization methods are provided to support

the latter work in bapter 3



2.1 Social Mdia

2.1.1 Social Media. Characteristic an@e

It isnot that easy to understand the impact of an idea or event through what we call
d G NI RA RA® wewspap¥rénd TV program$Becausef the user or we should call
audience, does not really participate in the spreading procedure, they play a rolelikeoee
LJdzZNBE a NBOSA OS NE d1984)ginchdidy witb Pages dsbelaloniediay’ and online
communities) however, is a powerful platform for collecting social discussions, personal
networking, and new ideas, for the user also participatdedata generation and spreading
process. Now we can trace, monitor, aadlalyze the spreads of social movements, protests,
political campaigns, etc., via social media and weblddisid, 2012). The exisence and
prosperity of social mediahave convered the invisile public opinion, public interest, and

socalissuednto capturable socianedia data streanstreams

What is social media, Kaplan and Haeni@01l0)RSFAY SR G KA & {SNY
group of Internetbased applications that build on the ideologicaldamechnological
foundations of Web 2.0, and that allow the creation and exchange of User Generated
/ 2 y i & thisdlefinition, we can conclude that the main characteristic of social media
is that the informationcontent through the whole platfornis generatedalmost all fromthe
user, the platform only provides technical supporPopular platforms include blogs,
microblogs (Twitter), Wikipedia like projects and social networks (Facebook, Google+). And
the join of multimedia expared this pool, platformsaim at photographs like Flicker and
Instagram appeared, others like YouTube focus on videssfm focus on music share.

Nowadays sociahedia even include online gamé&giller et al2011).

The influence of social media continues to grawickly and has becme an
unseparated part opeopleQ life. Since 2007, microblog and other social media (including
social networking sites) have heavily influenced the information market globally. According
to a statisticpublishedin 2016,48% of internet usem East Asiais alsosocial media users,
and Facebook's global registered users have exceeded 2000 million, Tsmitparses 300
million monthly active userslhis situation was further intensified ltlie popularization of

the mobile device. With asmartpghone, users can share latest news or ideas with a text

6



message, picture, music, and video almasytime, anywhere. Thus, the original limitation

of social media was extended through hardwdReceiving and exchanging asergenerated

information can beconveniently achieved through social sharimgl. 2016 more than half of

CrO0So02210Qa

R I flofn &nobile Qlatforé SAcodzdir®) N Skat User report 2016,

mobile platform uses account for90% of total monthly active user.

Number of monthly active Twitter users worldwide from 1st quarter 2010 to 2nd
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Figurel.1 Number of monthly active Twitter users. 2010 to 2017 (Statista, 2017)

Yelp, and Flickr) in acadendceais focusing on its advantages and how we cam th®se

advantags. As mentioned abovéhe mobile platform takes an important role when talking

about social mediaMobile RS @A OS K| a

I RGFyal 3Sa 27

Anything, AnywayYuan, 2011)Whileinternet support instant multimediaa&a sharing and

searching on a global scal@his combinatiorgives nowadays social media unique features

and functions such as low cost ariigh-speedinformation spreadingvith wide coverage

easy for everybody to participate convenient communicatiorbetween different social

groups possibility to enhanced community identjtgnultimedia integrationgeoinformation

7
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attachingand so on. Thoskeatures andadvantagesin turn,attract participantsfrom a large
and comprehensive user pbcompare to tradibnal mediaSinceparticipantsof social media
are real people ithe physicalworld, the platform built real connections between individuals

and individuals, individuals and communitiesJividuals andnformation.

The content on social mediaplatform is commonly referred as User Generated
Content (UGC)This term is describeds The sum of all ways in which people make use of
Social Media(Kaplan and Haenlein, 201Mased on this explanatioand the common
structure of social media platform (user owra personal account agpresenttives of
themselves, and they can share informatiaith others in public domain)UGCof social
mediahave two obvious features: Firsiser createthose contentas a method to present
themselves in Cyberspa¢&hau andsilly, 2003), secondariousforms of information could
be generated andexchanged Therefore, Kaplan and Haenleimonclude, social media
classification could be conductdzhsed onthe degree of selpresentation, and the media
richness. Under this clasication, they stated that blog is an example of high self
presentation or seHlisclosurer it contains personal information include thoughts, feelings,
likes and dislikesAnd those types of informatiorshaped a real person ia digital way
Nowadays tle popularity of microblogs bypassed blo@ifferent from text-basedblogs,
microblogs (e.g., Twitter, Weibo) limited the length of each posis timitation makes
microblog easier to use for normal people. Other than the convenience of shorterthext,
user can post and share other forms of media includes video and pictures attaiched
personal opinion. This possibilistimulates the interest ofthe userto join in the public

discussion.

Besides althose advantagesnentioned above social media alsods a relatively
better accessibilitgompared to traditional datag those dataownedby government or media
company.Because of those advantages and its large potential, social media dafsecially
microblogs dataas concluded; has become an increasiygbopular starting point for those
who want to start research involve public opini¢ag., Shirky 2011 Tsouet al. 2013;Luo
2014), social networKe.g.,Hanna et al. 2011jnterculturalcommunicaion (e.g.,Sawyer and
Chen, 2012and so on.



2.1.2 Geogaphical Information in Social Media &a

Even though the fast development of microblogs has drawite an attention in
computer science and sociology domadihere are still limited studies from a geographical
perspective The problem spatieorientated scientists facing is that even we know most of
the social media records are generated by real people in real sjteane accurataea-time
point, it is not easyo extractthat informationandconnectthemto the physicaworld. While
this situationhasbeen partiallyimprovedby the popularisation oGPS incorporatethobile
RSOAOS -l lyR¢ o Bdpgdnadbyngny social mediplatforms(Erickson, 2010)

Nowadays, almost every smartphone has embed@&$6 function.ifce August 2009,
Twitter has albbwed tweets to include geographic metadata to indicate where the tweet was
generated (Twitter, 2009). Commonly there are two types of geolocation information
available: Server suggestaglace this type of information is generated by askihg user
to choose a specific gazetteer manually from a -pdited suggestion listOr location
extraction(Leetaru et al. 2013)The second is to exact user location information via GPS or
cellular triangulation, this type of information usually is a set of coordisie®ence place
locationneedsto be inputmanuallyor at least need to be select from a list, this step causes
trouble forthe userwho istravelingto other place andloesnot have internet connection on
the way. Spatial and temporal information alwaysenwine, if the user will post a photo
after returning to the hotel, the suggestion place list will change based emdtel location
In contrast, that Exact Locatiormethod accessuser locationthrough the geographical
features ofthe mobile device itelf, the user does not ned to manually select a location.
While Leetaru(2013)also emphasized that, due to the high precision (to four decimals), this
method could capture a house or a shop whiehd to privay risks Sonormally,the user

need to enal# this function first if the platforms do support this function.

To take advantage of those dasiudies involvinglifferent aspects have been done,
from detecting and locating urswal activates in cityXfa et al2014) understanding how the
characterstic of different area in a city changes through tinGrgnshawvet al. 2012), howis
the human mobility patterrthrough spacdLiu et al. 2014Hu et al.201Y, toillustratingthe
culture pattern of material world by visualizatiarsergeneratedplacemak (Graham and

Zook 201) and map global emotion expressed on fteviin real time. (Leetaru e4l.2013).
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A work down by Beihang Interest Group on SmartCity (BIG$€ynstrates how
exact location data is used in dot distribution mafhis type of visuadation calld reveal
populationdistribution. In this project, BIGSCity matched the extracted coordinates to their
Of 2aSaid thL ONBLNBASY( Ikhecki®y SO2R8/(10 22 FI yR OKA 3
brighter the dot, the more intense the location beénOK SO SR¢ GKNR dzZAK &2 OA

Figure2dHY wHnn (K2dzAFyR thL @A&dzd t AT (A 2fecking OBdpidh ¢ Idd/ X KS
Y22Ré LINRP2SOG oe .SAKLFEy3d LyGiSNBaid DNBdzJ 2y {YI

Other thanvisualeing data with precise coordinate, generalizimgordinatesinto
broader geographicareasis also a common step. In a case stumnductedin 2012, Geo
searchenabled Twitter Tools were uselliringthe collection é Twitter data (Ming 2012). In
this study a set of cities werérst chosen to form a n@verlapping search aredhen tweets
wascollected based on gidewhich city range they were generated, but further detdiike
real coordinate and user information welteft behind. This geographic arebased data
collection method is populaior study in public pinion monitor domainForthese studies
the location is the main parameter when talking about data acquisitidrile specific user
information and user difference areessvaluablesince the 8 NS 2 F & LJdzof A O 2 LJA

ISYSNIf OUONBYR FYR YIFAY ARSIt KATA YO FANRAYD & 2RO 1(0EA
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approachomits the differencesbetween individuals, it is commonly used when we consider

the target as ainifiedwhole, only the dstribution and statistical feature afublicc matters.

(a)

"Obama vs. Romney" tweets per 10,000 people
24 QOctober

@
pofiiins
uv’u .. "
o~ cg:.’c .’ B’»."
.adpm.
s.“u m‘ndm >
& e
‘0" i il f‘WO‘

(b)

"Obama vs. Romney" tweets per 10,000 people
1 November

Figure 23: Higherlevel geotagged data acquisition and visualization. Each pie chart indeatesber of
tweeters generated inside a city border range (Ming 2012)

Whileobviously, geotagged datacalsod S dza SR Ay Fy 2L aAidsS a-
approach Another studyconducted by Xiaogian Hu in 20d€monstrated the potential value

of trackingan individualuser through social medidn this studyurban populatim mobility
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pattern was identified by tracking the location change usiejbo posted during Chinese
New Year breakDifferent from Ming's study where individual users were considered the
same for data acquisition, faflu, the series of locations changedrawg Spring Festival for

one user hae much more valueThis into detail tracking and comparing ensures that the
mobility pattern during Spring Festival can be visualized in one map with lines indicate the
movements of each tracked user. The advantagehgious, we can perceive data that
represent location change with only one map. But this type of precise data and visualization
has its own drawdcks, like cannot present preciseambers, and requires higher computing

ability forhardware.

Figure 24: User mobility patterns in spring festival travel rush. Visualized with the complete Weibo data collected
during the 2017 Spring Festival (Xiaogian Hu 2017)

While georeferenced social media records may same have significant mdéanalb
type of study fields, but still they are generated by only a very small portithreafser. During
GKS SIFENIeé YSyidA2ySR LINR2SOG aDf2olf ¢oAGOS!
manufacturer Silicon Graphics International (SGI), the Uniyeo$illlinois, and social media
data vendor GNIP (Kalev et al. 2012), just 8.2 percent of all user had either Place or Exact
Location information available for their tweefResearch by Halea@ney, and Graham (2012)
indicated thatgeolocated tweetsvere as low a®.7%. But it does not matter what is the real
percentage of geolocated tweetahat we knowis thatthey do not represent the full value

of the geographicainformation contained in social media. Even with the prosperity view, we

12



still notice the lack of voice in relatively more sociology direction using geotagged social media

data.

To address the limitation caused the low percentage of geotagged dased expand
the usability of social media dat&tudies focusing on enlarging the possiblevieating pool

was made.

Commonly for social media, the profile information is considered as an important and
ySOSaalNE LINI® 990Sy (K2dzZAK GKSNB FNB a2YS a
have achievedjuite a good compliment, like Whisper, Sedréhas beershut downon April
29, 2015) and Yik Yaket mainstream of social function design stdllues the user profile.

Especiallyn recent years, after celebritiesompaniesand organizatios, sometimes even
local government departmestopened ttSA NJ a2 FFAOALFf &a20AFf YSRA

demanding and concern of realiziagealnamesystem for social media increased heavily.

Under this trend, nowadays systems usually set up a series of methods leading the
user to complete their biographicakofile page, like a small percentage indicator placed in
your main home page showing how much you have leaved blank. Among all those fields in
profile page, some of them contain formattable textual geographic information. Take
Facebook asnexample, itA & 20 @A 2dzat e OGKI G aL)X | OSa &2dz KI
Ay Lzl € 20FGA2Y AYF2NNIO0A2YS YR LT 6S O2yait
section, we can also extract potential geographic information, for all the possible selections
are geated with a data page asking for location details ofdbgect Finally, the content of a

record itself may also mention one or mgoéaces.

Create New School

Itisn't a physical place

e (Y

Figure25Yy CI 0S6221 &/ NBFGS bSg {OKz22f¢ LI 3IS
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available user location field data. Compare to geotagged tweets (8.2 percent of total), to

harvest geographic information frotext may be a more profitable choice.

Textual information gives uthe potential to ansver more questionshowever, this
approachleads to new technique problems such as how to determine the level of details,
since people refer to different places with different level, from a street name to a country.
Andif a platformhas users from all ovehe worldusing different language talking abaotite

sameplace, this situation becomes even more complicated.

For those data fields, all geographic information pgesentedin textual form, for
example whertheuserY 2 3SR FTNRYE¢ bS¢ 2N 2 MIEKS\i 2dzH$ MIY
N> @St (2 W Likqgyiresgx@aetion and gedcédihg adigthms to interpolate
from text into mappablecoordinates.. dzii LINR o6 f SY & Nedlyodetdd obafl OF dza S
locations on earth share their name with ahet location somewhere else on the plahet
(Leetaru 2012). How we can interpoldtxtual location into correct, unique coordinate and
avoid error and ambiguity is a necessary segpecially whethe different geocoding system
has their ownstandard? Herce, for most othe casesresearch area and target language are

determined with deliberate considation to minimize the complexity

2.1.3Virtual Community

The massive development of social media brings the prosperity of online communities.
Different from real space region, the definition and border of a staterelatively fuzzier in
Cyberspace¢t N} RAGA2y I ff&X aO2YYdyalka@dzi A BK S 2 dy RN &l
of the term indicates thathere is no such a physical spgéadings and Gefer2004) When
auserusingthe internet to locate and communicate with others who have similar interests,
they form a virtual communit{Hiltz and Wellman, 1997And the communities are not static.

GThey evolve because of cultural, environmental, econooricpolitical trends, external
interventions, or unexpected eveat@hn 2011). Even though virtuatommunity couldbe
formed across physical state boundariasd always changedut members with similar
language, cultural background, same national ing¢sill could be observed haasmobvious

closer connection with others
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These features lead u® a new perspective thatve cananalye a certain virtue
communityon énationé levelt  whichincludesthe core menbersé | a G 4§ SWa OAGAT S
within its physical boundariegswell as those physically overseasmberswho still actively

joiningthe public discussioim this community

In the bookdThe ethnography of communicatiénSavilleTroike said: dRegarding
group membership, language is a key fact@n identification badge; for both self and
outside perceptiofh Thus,the languagecould be seen as an important indication of identity
(Donath, 1996)Traditionally, in mangtudies the dominant languageor official languagef
the research statewill be used as a factor to distinguish community membdilse the
previous studyconductedby Ming, both of the candidatésames were searched in English,
even though according to American Community Survey Report (2011), of 291.5 million people
aged 5 anaver, 60.6 million people (21 percent of this population) spoke a language other

than English at home.

The lack of consideration of multiple languages may lead to a biased ouitdnee
target state-level virtue communityhas a complex culture componeabd more tha one
dominant languagegMain languages)in a work from Fischer (2011), differestlorswere
used to represent the language a geotagged tweet used from 23 October 2012 to 30
November 2012. The result indicates that most countries show sthmmgogeneity with a
single language, but people in some countshewa diversity use of languages. This situation
is significant in Europ&ountry such as Serbia even have no donmnenguage. Under this
situation, it is not easy for scientists to ebtish researches involvaultiple languages and
states, especially for thoserossculture topics The methods to identify communitiesre
heavily affectedy the trend of globalization and massive immigration in recent years, study

around analysis the stas and boundaries remained an important topic now in Cyberspace.
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Figure 26: Georeferenced tweets from 23 October 2012 to 30 November@ddzdby language (Fischer,
2011)

Thus, different approaches haween conduatd to bypass thedifficultly caused by
multiple languagesisagein social media data. The study conducted in 2@t2fanidiset al.
2012 offers a different way of thinking. If the main question of the study is to identify the
connection between states (the peopdé those states), then using one keyword (state name)
with several predetermined languages is enough to represent a virtual state, as well as depict
the communities surround it and its projection on the physical space. In this SStefgnidis
(2012)picked Syria as a test case, collected Twitter feeds through keyword queries. Over the
dddzReé LISNRA2R 2F 2yS 4SS 1z ¢oA0G§SNA AyOf dzRSF
globally. Byanalysisthe dataset, a simplified relation network of Syria was crdate this
project, Stefanidiscombined the two types of geographical information mentionethmlast
sectionThetextualA Y T2 NXY I GA 2y NBLINBSaASyla a{&NRARI€& Ay 02
spellingwasused to query the discussion about Symani the Twitter server, the records
with any sort of geolocation information ranging frageotagging to user profile city name
were documented into different real space states. His work suggests the new direction of
usingtextualgeographical informationwen without fully developed geocoding algorithms. A
preda St SO0 NBIljdzSad (1Sev2NR O02dzZ R aSNBS | a | &L

to it could be harvested and used asindicatorof its connection through the world.
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2.1.4 Sina Weibo

In July 2006, Twitter was createbhree years later, Sina Weibo was launcime@hina.
Laterthis year,Twitter and Facebook were blocked in mainland Ch#iace thenthe user
group ofdomesticmicroblog servicesuch as Sina and Tencent startedjtow fast(Yu 2011).
During the past decade, bbtTwitter and Sinachieved great succed3ifferent from Twitter,
the user of SinaWeibo isconcentrated within ChineseThis situation offers a distihc
convenience for researcher3witter user comes froma variety of countries,while the
millions of users of Sina Weibo are almost all located in China and pdsines€ language
(Yu 2011). This feature makes it possibleufsto consider Sina user group asified virtue

community representing China

Accoding to the 2016 Weibo user repdiina, 2016)the whole user pool consists of
55.5% male account and 45.5% female account. 77.8%eofotal have receivedhigher
education. People under 30 years of age are the major user, accounting for more than 80%.
User between 180 years of age reached approximately 70%. Based on the urban
development level of user distribution, the user composition indicated a trend of user
increasing ina secondand third tie of cities. The current statistic shows a relativelyual
distribution through cities from all level afevelopmentsince in ChingSina, 2016)the city
tier is assigned nwily based on GDP or populatibn the comprehensiveness and

representativeness of Sina Weibo data are guaranteed.

mRakiEsh, 2%

14835k, 16%

Figure 27: User composition of Sina Weibo (Sina Data Centre, 2016). 16% from first tie cities, 25% fronesecond
cities, 26% from third tie cities, 30% from fourth tie cities and below, 2% from oversea or special administrative regions
(SAR)

lUrban legend! KA Yl Qa (A SNBR .Oh:dneultinciediascrépYon®2B16IEite v S R
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http://multimedia.scmp.com/2016/cities/

2.2 Ndure Language Processing

The typical research directions involve social media data include work like topic
classification, trend detection, sentiment analysis. For all of them, text processing is the very

first step, hencethoseprocessroughly fall in Mture Language Processing domain.

Natural Language Processing (NLP) is an area of research and application that explores
how computers can be used to understand and manipulate natural language text or speech
to do useful things@howdhury2003). In the 98, the threetrendst heavily increased texts
through the internet; computers with increased speed and memory; and the arrivéhef
Internet, brought in a rapidly growing in NLP aréad¢ly 2001). Commonly, when talking
about NLP, most of the functions ameainly based on statistical algorithms relying on the
textual representation of data. Those functions covered a wide range of basic demanding
from retrieving texts, splitting text into parts, checking spelling to word frequency counting
(Cambria2014). Bd (G KS 321 f 2T Dbt Aa y20 2dzald
Gdzy RSNE G Yy RA Y Hddgpa full NO2 (N&RukeyLanguage Understanding) System
would be able to: 1. Paraphrase an input text. 2. Translate the text into another language. 3.
Answer quesbtins about the contents of the text. 4. Draw inferences from the text. However,
eventhoughin the pastgreat progrestiave been mad& accomplish tasks 1 to 3, the current

study still cannot answer the last goal.

Even tlough NLU is hard to realizdlP igpossible. The current study surrounding text

processing including Chinese text, usually concern on the following three specific topics.
Chinese word segmentation

Unlike in Englisithe text consists sequences of words naturally separated by space,
Chinese is an ideographic languaigethat there is no delimiter between words in sentences.
Therefore Xue (2003toncludedthat word segmentation is treated as an inseparable fudrt
Chinese entence understandingVost of theexising word segmentation systas could be

classified into three categories dependingtbe algorism they use:

1. Segmentation based on string matching:
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This method is also called the mechanical word segmentation method, it
O2YLI NBa GKS GFNBSO / KAYySaSdzaKNdopad ¢ A (1 K ¢
dictionaryif the dictionaryfindsthe string contains one preompiled word, that is a
match (successful identified a word). Based on different scanning direction, the string
matching word segmentation method can be divided into forwanastching and
reverse matching. According to the different length of the priority match, can be
divided into the maximum (longest) match and the minimum (shortest) match; Based
on whether the process is combined with other methods, it can be divided imte p

word segmentation or word segmentation combined with paftspeech tagging.
. Segmentation based on statistical approach:

The form of a Chinese word is a stable combination of two or more Chinese
characters, so the more a combination of adjacent chaecappearing in the context,
the more likely they form a word. Therefore, the frequency or probability of adjacent
charactersreflects the credibility of correct word forming. The mutual information
between two characters can accordingly be calculated.eWigiving a string of
characters, the pair of adjacent characters with the largest mutual information greater
than apredeterminedthreshold isrecognzed as a word. Repeat this process until
there are no more pairs of adjacent characters with a mutuabrmftion value
greater than the threshold. This method only needs to count the frequency of the
words in thecontextsand does not need a preompiled dictionary, so it is called ho

dictionary word segmentation method or purely statistical word segmentatio

But this method also has some limitations, thare certain adjacent character
pairs with high mutual information but damot form any commonly used word, since

the Chinesdanguage also have single character words. That lead to the third method.
. Staistical dictionarybased word segmentation:

In order to get the best of both approaches mentioned abovepriactice
world segmentation is commonly conducted by combining the use of a dictionary and
statistical information. Using dictionaryto recognizecommonly used words, at the

same time using@ statisticalapproach to detect new words from context. Compared
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with the other approaches, statistical dictionaoased word segmentation has the
advantage of fast and high efficiency from string matching sdation and also the
merits of statistical segmentation like improved accuracy from new word detection

ability.

More recent work on Chinese word segmentati@iiscussedthe usability of
understanding based word segmentatidgauyohe and WeR011). The basidea is to perform
semantic analysis with word segmentation, usihg syntacticand semantic information to
deal with potential ambiguity. Scientists consider it the future trend, many studies have been

done based on this direction mainly concern Ari#idNeural Network (ANN) algorithms.
Part-of-speechtagging

Partsof-speech (also known as POS, word classes, or syntactic categories) is the
process of assigning a part-speech marker to each word in an input text. It is important and
useful becausefahe large information they can tell about the word and its adjacent words
(Jurafsky and Marti2014). The tags or word classes, broadly include eight big categories:
noun, verb, pronoun, preposition, adverb, conjunction, participlejarticle. Nonethdess, in
some projecsinvolve language other than English, more detailed classificasheen used,
like the 43 tags adopted in the word segmentation standard for Chinese information

processing issued by the Central Standards Bureau in 1999.

Part of sgech tagging is important, according to Jurafsky, in knowing whether a word
is a noun or adverb and can help us judge the information of neighbouring verds.though
we normally consider word segmentation the precondition of paftspeech tagging, but
recent researches brought those two steps into an equal position. Using the potential
language relationship between the two tasks, the usetlé joint model for word
segmentation and parbf-speech tagging will lead to a great improving for both tablgand

Low, 2004 zhang et al.2014).
Keywords extraction

Keywords extractioror Keyphrase extraction is the process to select a set of most
relevant terms from a giving text, the outcome briefly summarizes the document. Extracted
keywords are particularlyuseful because they can be interpreted individually and
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independently of each othelitten, et al, 1999). They can be used as descriptions of the
documents for retrieving ima digital library €.g., Nguyen and Kan, 2007), measuring
document similaritylabibi and PopeseBelis, 201} classification, abstract and other fields.

For example, consider the articles have similaywk@ds as one group can improve the
performance of S| y& Of dzZa 0 SNAY3IT FNRY | ff GKS (1Seég?2
reports, you can generally know what happened that day, or extract the keywords from a

group ofmicroblogswould tell you what they are mainly discussing.

There are mangxising methods to perform keyword extraction procestetmost
basic and simple one fiequencyinverse document frequency (IBF)(Salton and Buckley,
1988). To determine whether a word is importam@an article, the most obvious was/word
frequency: important words tend tappear in the article moreBut on the other hand, it is
not necessary that words with higher frequency are maomgportant, since some commonly
used words ee frequently present in more than onarticles, the importance of them is
certainly not as much as those that haakighfrequency inonly one specific article. lother
words, the importance of a word is proportional to the number of times it appears in one
document, but it is inversely proportional to the frequency it appears in the corpus. From the
statistical point of view, the core of AIBF is to assign thosemcommon words a larger weight,
while reducing the weight of common words. Here, IDF (inverse document frequency) is the
weight, TF (term frequency) refers to the word frequency. The overall approach works as
follows. Given a word , its importancecan be represented as:

£ i

B ¢p

0 12

Where € ; equals the number of times word appears in documenf) , the

denominator is the total number of all words in documént

QQQu ¢ Q——
s@NQs p

$Osis the total number of documents in corpi@dd ¥ 'Q gepresent the number of
documents contairword 0, but if this word is not prexisted in corpus the denominator

would equal to zero, so in practige@d N Q s pis commonly used.
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TFIDF is still the most wildly usedethod in the present open source NLP tools.

2.3 Visualization

One feature of social media data analysighat it cannot be easilyquantfied,
including videos, images, Emojgeographical informatiomnd text Microblogs as dext-
basedsocial media type, mainly dealing witlsergeneratedtextual content NLP work
introduced in section 2.Zould help us to procesthe massiveamount of textual data
however, we still need to figure out how should we extraconvertand present useful
information contained in the textal data which,isalwaysof avarietyof types. For instance,
textual @ dza SNJ ISY RSNE  Fddnd dnvediedied GuandfiSble Qsedggniler
ratio; Emojifrequency could be calculatexhd rankegd dHometowre filed could be geocoded
into mappable coordinate Themain pointis that, from textual raw data,we could obtain
different new types of datalo make the analgis possibleexploratory approaches and user
involvement isthe key point and the answerto this problemis a visual representation

(Schreck and Keim, 2013).

Thusthe following section will continue witthe structure and meaning of visual data
analyss, then, introduce the general featur@reference and advantages of different

visualization methods.

2.3.1 Visual Data Kploration

The arrival of the internet has broughhe explosivegrowth of data, covering
documents, social networks, financial tragsions, urban environments, news multimedia
and other aspects. How to present information in a more intuitive and easier way is a great
challenge of big data analysis (Keim 2006). Facing the challenge, scientists have developed
information visualizationgchnology andrepresent data with visual symbols to help people

understanda large amouninformation.

Graphics, symbolscolors and textures are easier tanderstand by humars

compared with text and numberdnformation visualization is this typicalterdisciplinary
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research field aims at conducting visualization analysis with human perception and certain

interactive means to enhance people 's understanding of data.

Initially, it is easy fothe userto collect a huge amount of data from any other
automated process, however, if the data is displayed textually, the amount ofatid¢stobe
presented is very limited. And without human participation, the vadfithe data cannot be
interpreted. Therefore, Visual data exploration (Visual data mining) aimnsegrating human

in data exploration process (Keim 20@&moff et al2008).

Human-related Computing —’
Cognitive “ | Database |
psychology & technology

Sense \/ ini
making Data mining
> Visual data mining <

Decisjon Knowledge
making discovery

Information

arts v environments

Figure 28: Visual data mining as a confluenafedisciplines. (Simoff et £008)

Keim (2002) explains the traditional three steps processsnal data explorationt.

Ovaview. 2.zoom and filter 3details on demand

First, an overview of dataeeds to be presented to the user. Thuthe user can
perceive interesting patterns from it and focus on one of them. &ocloseranalysis of the
pattern, the userneeds the possibility to access details of the datésualization technology
could be adoptedh all three stepsFor data overview, visualization techniques altbeuser
to identify interesting subsets efficientbind when a subset isipked, it is important to keep

the overview whileconducing another visualization techniques on the subset. In conclusion,
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Figure 29: Knowledge generation model for visual analytics. (Sacha et al., 2014)
2.3.2 Classification of Information visualization techniques

Data we harvested always contains multidirsgmal information. To map this type of
abstract into physical space clean and cleavariety of visualization techniques are used,
such as histograms, pie charts, scatter plots, line plots. Keim (2002) summarized that they can
be classified from threespects: data type, visualization techniques, interaction or distortion

techniques.

Data to be Visualized
1. one-dimensional 1

2. two-dimensional Visualization Technique

3. multi-dimensional + Stacked Display

4. text/web | Dense Pixel Display

Iconic Display
3. hierarchies/graphs 1- Geometrically-transformed Display

6. algorithm/software - Standard 213D Display

Standard Prc»_{ection Fihérmg Zoom Distértion Link&Brush
Interaction and Distortion Technique

Figure 210: Three criteria of information visualization techniques. (Keim 2002)
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There is always more than one way to present a datagetldtermine the most
suitable visualization methosd for different datases in a project we could consider from

these three aspects.

When preparing data for visualization, we commonly classified tHestly by
dimensions. From simple to complex, one and tvmensional data are the most common
type. Onedimensional datancludesmost of the statistical data, usually are mathematically
expressed valuesigmber, fraction percent). Two-dimensional data refersotthosehave two
distinct attributes. Coordinates, faxample the longitude value and the latitudes value are
the two attributes Accordingly, we coul@lso define threedimensional data. These low
dimensional data cdd be easilyisualized with 2D or 3D plotkike inan x-y-z plot, usethe
intercept of exh axis to indicate the value from each dimensibor specialized data like
coordinatesthe mapcould be usedThe standard 2D and 3D visualization technigoekide

well-knowncharts like bar charts, pie chartse graphs

While multidimensional dat consists of more than three attributes, therefore cannot
be easilyvisualizedwith standard2D or 3D plotsAn example given by Kei{2002) are tables
have ten or even hundreds of columns (attributeBhose datasetcould be presented by
more sophisticated mdiods like Parallel Coordinates presenting all dimensions with
parallel axesand same as ina 3D plot, still use intercept of each axis to display the
corresponding valueDther visualization techniques for higlmensional data wre classified
into lcont displayge.g., Star glyphs visualizatipi)ense Rel displayqe.g., Data clock)
Sacked displaysBased on th@ursut of anindividualproject, they have their own strengsh

in different situations.
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Figure 211 Paralkel coordinates. (Kosara 2010)
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Figure 212: Star glyphs visualization (UCI machine learning repository)
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Figure 213: A data clock used to indicate tweet count in a month per hour (Stefanidis et al. 2012)

Figure 214: Dimension stack display and its process (Gemmell, Burrage et al. 2014)
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