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!ōǎǘǊŀŎǘ 

The development of social media has improved public discussion online. The 

proliferation of social media data provides easy access to a huge amount of user-generated 

content. Geotagged microblogs have been investigated in a variety of research fields for 

understanding spatial temporal pattern in subjects like human mobility and characteristics of 

a city. Besides geotagged microblogs, textual content can also be used to harvest geographical 

information. However, there is little research on this topic. Therefore, in this study, we aim to 

demonstrate how we can illustrate the connections between a virtual community and other 

states and regions by analysing microblogs.  

To fulfill the research aim, we present the workflow of how to define a virtual 

community and harvest geographical information from microblog feeds. Then we discuss the 

visualization techniques we need to display such information. In order to do so, Sina Weibo 

was picked as a data source to demonstrate the international connections between China and 

rest of the world.  

Through visual analysis, we find out that even in Cyberspace, the physical world still 

has an impact, and it can be proved that states geographically closer to China have a higher 

level of attention (stronger data flow). In the meantime, we can also notice the barrier of 

information exchange caused by real space distance has less influence in Cyberspace, a virtual 

community can have strong bound with faraway country. But generally speaking, the level of 

attention of a state is related to its economy power. And there is a different topic preference 

between male and female user. This study may provide a new research aspect for analysis 

human thought, the spread of news, international relations, cross-culture communication 

based on textual geoinformation contained in social media data. 
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мΦ LƴǘǊƻŘǳŎǘƛƻƴ 

With the development of social media and the growing popularity of smartphones, 

extracting and interpolation information from social media data has become a popular topic 

in a variety of domains. Extraction of information from user-generated data is no longer a 

fresh topic. Combined with GIS techniques, various research related to society has been 

carried out. The GPS function in smartphone makes it possible for nowadays user to add a 

location tag when they post something online, those geotagged records have become the 

main data source in GIS domain. However, the increasing demand of location data has a clear 

conflict with users concern about private. Since user-generated natural language data takes 

a great role in these platforms, it is useful for us to think whether we can also extract 

geographic information from textual data. 

Traditionally, when we talk about the spatial-temporal analysis of social media data, 

it always related to topics like human mobility patterns, point of interest detection, important 

event detection and the mode of transmission. However, social media has its own value as a 

reflection of real world including the invisible connection and influence between states and 

communities. The geographical information extracted from social media data, therefore, 

could offer a new possibility to depict the connection between virtue communities. 

This research project will respond to those questions, collecting social media data with 

mappable textual geographical information, with the help of visual data analysis to reveal 

interesting spatial patterns about the relation between virtue communities. 

1.1 Purpose and Motivation 

When we talk about social media data analysis, the study of public opinion and trend 

detection are often important points. The fact is, getting useful information from social media 

data has been considered to be one of the cheapest and fastest strategies for product 

innovation and service improvement for years. At the same time, we also cannot omit the 

mappable geographical information contained in social media data. Every post online has a 
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record of the timestamp indicating when exactly it was created, and users have well defined 

profiles containing data such as name, age and location (Mathioudakis and Koudas 2010). 

Such information could be extracted and used in different fields. In the past few years, 

enlightening research has been conducted. In cartography field, geographical information is 

of interest. Traditionally, when social media data and GIS are combined, research directions 

are more concentrated on analysis geo-tagged posts, from which visualization systems have 

been built to dig up unusual events and trend (Piller, Vossen, Ihl et al. 2011). However, the 

current progress achieved mainly through geotagged data, further research into harvesting 

geoinformation from the text is in need throughout wider topics. As a reflection of real space, 

new research ideas among GIS and Cartography domain is stimulated by those social media 

users along with their location information and textual geographical information they 

generated. The work of Anthony et al (2013) and Ming et al. (2012) have demonstrated the 

expansion of research topics involving textual information. 

Although previous studies have revealed spatial patterns, there is potential for new 

aspects of textual geoinformation. As referred in a work conducted by Kalev et al. (2013), the 

text could be used to expand the mappable information. Every day, textual geoinformation is 

generated and shared through internet, for instance: another superhero movie from 

ά!ƳŜǊƛŎŀƴέΤ ŀ ǎǇŜŎƛŀƭ ǎǘǊŜŜǘ ǎƴŀƪŜ ƛƴ άYƻǊŜŀέΤ ŀ ƴŜǿ [D.¢ ǇƻƭƛŎȅ announced ƛƴ άDŜǊƳŀƴȅέΤ ŀ 

ǎǘǳƴƴƛƴƎ ǘǊŀƎŜŘȅ ƘŀǇǇŜƴŜŘ ƛƴ ά.ǊƛǘƛǎƘέΦ .ȅ ƭƻƻƪƛƴƎ ƛƴǘƻ ŀ ŎŜǊǘŀƛƴ ƎǊƻǳǇ ƻŦ the user, the 

amount of the mappable information could indicate the relation and connection between 

virtue communities, and when users see, share, or post, these actions, in turn, shape the data 

flow and the border of their community. Today, the globalization becomes faster and more 

natural with the help of the internet, the domestic user can hear overseas information easily, 

international relations has become a more interesting and daily topic for normal people than 

before. Multiple authors have brought the influence and value of social media on foreign 

policy and culture transmission into an academic area (e.g., Cheng, 2013; Wang 2012).  
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1.2 Research Objectives and Research Questions 

To connect the research realm and bring spatiotemporal aspects into the field of social, 

cultural and international relations studies, this thesis broadly aims at depicting the 

connection between states derived from user generated content in social media, performing 

an analysis from geographical and temporal viewpoints. In this study, we use Sina Weibo as 

data source to analyse the Chinese community's level of concern for, or interested in, other 

states. The reason we choose Sina weibo is that almost all of the Weibo user are post in 

Chinese language and located inside the boundary of China (Louis et al. 2011), therefore they 

could be identified as representative of Chinese community. 9ǾŜƴ ǘƘƻǳƎƘ ǘƘŜ ǘŜǊƳ άǎǘŀǘŜέ 

has a more abstract political and cultural meaning in Cyberspace, the term can still be bound 

to an actual geographic space. Therefore, those state related datasets can be presented by a 

map, through which we expect to see the different level of concern for other states shows 

some spatial patterns.  

To reach the research objective, we establish the following research questions to 

provide a clearer study content. 

Data Acquisition  ! άǿŜƛōƻέ ƛǎ ƭƛƪŜ ŀ ǘǿŜŜǘ ς a short message broadcast publicly which 

has less than 140 characters. Hundreds and thousands of weibos are generated every day, 

some of them contain textual description refers to a specific state but not all. It is not 

necessary and hardly possible to collect all weibo posted during the study period. Thus, we 

need to specify which weibo we should collect, and how we can collect them. This lead to the 

first research question.  

- RQ1: What are the possible methods to harvest weibos that contain textual 

geoinformation at a state level. 

To be more specific, this question could be further divided into two sub questions:  

-     Which states should be covered in this study?  

-     How to access microblogs that contain the required textual information? 



4 

 

Information Extraction After we obtain the actual data (weibos) and metadata (e.g., 

user information, the time of its creation), to analysis large volumes textual content, we need 

to perform some text processing tasks. This will bring us the second research question.     

- RQ2: How should we process the textual content of weibo? 

Visual Analysis The weibo content and the meta data like user gender, repost count, 

have different characteristics, and those characteristics would make certain visualization 

techniques more suitable than others when presenting them. Therefore, we consider the 

following research question. 

- RQ3: What information visualization techniques should be used to present the 

different information we harvested from actual weibos and their metadata?   

1.3 Structure of The Thesis 

The thesis will be finished with the following structure. 

Chapter 1 Introduction. This chapter gives a brief introduction of this project, the 

motivation, and the research objectives. 

Chapter 2 state of the art. In this chapter, the research background, the previous work 

achieved, and related studies are introduced. This chapter will start with the value and 

characteristic of social media and different geographical information, then comes to the 

related technique background that includes text processing and visualization.  

Chapter 3 Methodology and workflow. This chapter is split into two main sections: 

methodology design and workflow/process details, which addresses data acquisition, data 

handling and visualisation. 

Chapter 4 Result analysis and discussion. In this chapter, we analyse the information 

we obtained by describing the spatial-temporal patterns and their possible explanations.  

Chapter 5 Conclusion. In the end, the thesis is summarized and possible future work 

and limitations of the study are presented.  
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нΦ {ǘŀǘŜ ƻŦ ǘƘŜ !Ǌǘ 

The concept of Volunteered geographic information (VGI) was first brought up early 

in 2007 (Goodchild, 2007). Since shortly after the concept was brought up, comes the fast-

growing age of social media. Ever since that time, social media data analysis gained an 

important role.  

In the following period, researchers in GIS domain have been driving towards many 

interesting directions. Helped by the statistical method and Nature Language Process (NLP), 

we can use social media data to the model human emotion pattern, to predict the type of a 

point of interest (POI), or to visualize the transmission of a breaking news. 

Today, studies surrounding social media has already reached other social sciences 

fields. Topics aimed at revealing social structure, national interest and depict virtual 

communities have been established. Combined with impressive visualization methods, more 

and more questions have been answered with strong, short and easy-to-understand 

representations. 

The literature review will, therefore, start with this development history of social 

media analysis in GIS domain, then cover the concept of virtue community. Later, the 

technical background of NLP commonly involved in related research as well as this project will 

be introduced. Finally, details about a variety of visualization methods are provided to support 

the latter work in chapter 3. 
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2.1 Social Media 

2.1.1 Social Media. Characteristic and Value 

It is not that easy to understand the impact of an idea or event through what we call 

άǘǊŀŘƛǘƛƻƴŀƭ ƳŜŘƛŀέτ newspapers and TV programs. Because of the userτor we should call 

audience, does not really participate in the spreading procedure, they play a role more like a 

ǇǳǊŜ άǊŜŎŜƛǾŜǊέΦ /ȅōŜǊǎǇŀŎŜ όDƛōǎƻƴ, 1984) (including web pages, social media, and online 

communities) however, is a powerful platform for collecting social discussions, personal 

networking, and new ideas, for the user also participate in the data generation and spreading 

process. Now we can trace, monitor, and analyze the spreads of social movements, protests, 

political campaigns, etc., via social media and weblogs (Ming, 2012). The existence and 

prosperity of social media have converted the invisible public opinion, public interest, and 

social issues into capturable social media data stream streams.  

 What is social media, Kaplan and Haenlein (2010) ŘŜŦƛƴŜŘ ǘƘƛǎ ǘŜǊƳ ƛƴ нлмл ŀǎ άŀ 

group of Internet-based applications that build on the ideological and technological 

foundations of Web 2.0, and that allow the creation and exchange of User Generated 

/ƻƴǘŜƴǘέΦ From this definition, we can conclude that the main characteristic of social media 

is that the information content through the whole platform is generated almost all from the 

user, the platform only provides technical support. Popular platforms include blogs, 

microblogs (Twitter), Wikipedia like projects and social networks (Facebook, Google+). And 

the join of multimedia expanded this pool, platforms aim at photographs like Flicker and 

Instagram appeared, others like YouTube focus on videos, last.fm focus on music share. 

Nowadays social media even include online games (Piller et al. 2011).      

 The influence of social media continues to grow quickly and has become an 

unseparated part of peopleΩs life. Since 2007, microblog and other social media (including 

social networking sites) have heavily influenced the information market globally. According 

to a statistic published in 2016, 48% of internet user in East Asia is also social media users, 

and Facebook's global registered users have exceeded 2000 million, Twitter surpasses 300 

million monthly active users. This situation was further intensified by the popularization of 

the mobile device. With a smartphone, users can share latest news or ideas with a text 
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message, picture, music, and video almost any time, anywhere. Thus, the original limitation 

of social media was extended through hardware. Receiving and exchanging of user-generated 

information can be conveniently achieved through social sharing. Till 2016, more than half of 

CŀŎŜōƻƻƪΩǎ Řŀƛƭȅ ŀŎǘƛǾŜ ǳǎŜǊ ƛǎ from mobile platform.  According to Sina User report 2016, 

mobile platform users account for 90% of total monthly active user. 

 

Figure 1.1 Number of monthly active Twitter users. 2010 to 2017 (Statista, 2017) 

The current discussion of social media (includes such as Facebook, Twitter, Foursquare, 

Yelp, and Flickr) in academic area is focusing on its advantages and how we can use those 

advantages. As mentioned above, the mobile platform takes an important role when talking 

about social media. Mobile ŘŜǾƛŎŜ Ƙŀǎ ŀŘǾŀƴǘŀƎŜǎ ƻŦ άр!έΥ !ƴȅƻƴŜΣ !ƴȅǘƛƳŜΣ !ƴȅǿƘŜǊŜΣ 

Anything, Anyway (Yuan, 2011). While internet support instant multimedia data sharing and 

searching on a global scale.  This combination gives nowadays social media unique features 

and functions, such as low cost and high-speed information spreading with wide coverage, 

easy for everybody to participate, convenient communication between different social 

groups, possibility to enhanced community identity, multimedia integration, geoinformation 
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attaching and so on. Those features and advantages, in turn, attract participants from a large 

and comprehensive user pool compare to traditional media. Since participants of social media 

are real people in the physical world, the platform built real connections between individuals 

and individuals, individuals and communities, individuals and information.  

The content on social media platform is commonly referred as User Generated 

Content (UGC). This term is described as: The sum of all ways in which people make use of 

Social Media (Kaplan and Haenlein, 2010). Based on this explanation and the common 

structure of social media platform (user owns a personal account as representatives of 

themselves, and they can share information with others in public domain), UGC of social 

media have two obvious features: First, user create those content as a method to present 

themselves in Cyberspace (Schau and Gilly, 2003), second, various forms of information could 

be generated and exchanged. Therefore, Kaplan and Haenlein conclude, social media 

classification could be conducted based on the degree of self-presentation, and the media 

richness. Under this classification, they stated that blog is an example of high self-

presentation or self-disclosure τ it contains personal information include thoughts, feelings, 

likes, and dislikes. And those types of information shaped a real person in a digital way. 

Nowadays the popularity of microblogs bypassed blogs. Different from text-based blogs, 

microblogs (e.g., Twitter, Weibo) limited the length of each post, this limitation makes 

microblog easier to use for normal people. Other than the convenience of shorter text, the 

user can post and share other forms of media includes video and pictures attached to 

personal opinion. This possibility stimulates the interest of the user to join in the public 

discussion.  

Besides all those advantages mentioned above, social media also has a relatively 

better accessibility compared to traditional data ς those data owned by government or media 

company.  Because of those advantages and its large potential, social media dataτespecially 

microblogs data as concluded ς has become an increasingly popular starting point for those 

who want to start research involve public opinion (e.g., Shirky 2011; Tsou et al. 2013; Luo 

2014), social network (e.g., Hanna et al. 2011), intercultural communication (e.g., Sawyer and 

Chen, 2012) and so on.  
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2.1.2 Geographical Information in Social Media Data 

Even though the fast development of microblogs has drawn quite an attention in 

computer science and sociology domain, there are still limited studies from a geographical 

perspective. The problem spatial-orientated scientists facing is that even we know most of 

the social media records are generated by real people in real space at an accurate real-time 

point, it is not easy to extract that information and connect them to the physical world. While 

this situation has been partially improved by the popularisation of GPS incorporated mobile 

ŘŜǾƛŎŜ ŀƴŘ άƎŜƻ-ǘŀƎέ ŦǳƴŎǘƛƻƴ supported by many social media platforms (Erickson, 2010). 

Nowadays, almost every smartphone has embedded GPS function. Since August 2009, 

Twitter has allowed tweets to include geographic metadata to indicate where the tweet was 

generated (Twitter, 2009). Commonly there are two types of geolocation information 

available: Server suggested a place, this type of information is generated by asking the user 

to choose a specific gazetteer manually from a pre-edited suggestion list. Or location 

extraction (Leetaru et al. 2013). The second is to exact user location information via GPS or 

cellular triangulation, this type of information usually is a set of coordinates. Since place 

location needs to be input manually or at least need to be select from a list, this step causes 

trouble for the user who is traveling to other place and does not have internet connection on 

the way. Spatial and temporal information always intertwine, if the user will post a photo 

after returning to the hotel, the suggestion place list will change based on the hotel location. 

In contrast, that Exact Location method access user location through the geographical 

features of the mobile device itself, the user does not need to manually select a location. 

While Leetaru (2013) also emphasized that, due to the high precision (to four decimals), this 

method could capture a house or a shop which lead to privacy risks. So normally, the user 

need to enable this function firstτ if the platforms do support this function.  

To take advantage of those data, studies involving different aspects have been done, 

from detecting and locating unusual activates in city (Xia et al. 2014), understanding how the 

characteristic of different area in a city changes through time (Cranshaw et al. 2012), how is 

the human mobility pattern through space (Liu et al. 2014; Hu et  al.2017), to illustrating the 

culture pattern of material world by visualization user-generated placemark (Graham and 

Zook 2011) and map global emotion expressed on Twitter in real time. (Leetaru et al.2013). 
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A work down by Beihang Interest Group on SmartCity (BIGSCity) demonstrates how 

exact location data is used in dot distribution map. This type of visualization could reveal 

population distribution. In this project, BIGSCity matched the extracted coordinates to their 

ŎƭƻǎŜǎǘ thL όǊŜǇǊŜǎŜƴǘ ŀǎ ƻƴŜ ŘƻǘύΣ ŀƴŘ ǾƛǎǳŀƭƛȊŜŘ ǘƘŜ άcheck-inέ Ŏƻǳƴǘ ƻŦ ŜŀŎƘ thLΦ ¢ƘŜ 

brighter the dot, the more intense the location been άŎƘŜŎƪŜŘέ ǘƘǊƻǳƎƘ ǎƻŎƛŀƭ ƳŜŘƛŀΦ    

 

Figure 2ΦнΥ нлл ǘƘƻǳǎŀƴŘ thL ǾƛǎǳŀƭƛȊŀǘƛƻƴ ƛƴ .ŜƛƧƛƴƎΦ ¢ƘŜ ƭƛƎƘǘŜǊ ǘƘŜ ŘƻǘΣ ǘƘŜ ƘƛƎƘŜǊ ǘƘŜ άcheck-inέ ŎƻǳƴǘΦ ά/ƛǘȅ 
ƳƻƻŘέ ǇǊƻƧŜŎǘ ōȅ .ŜƛƘŀƴƎ LƴǘŜǊŜǎǘ DǊƻǳǇ ƻƴ {ƳŀǊǘ/ƛǘȅ όнлмрύ 

Other than visualizing data with precise coordinate, generalizing coordinates into 

broader geographic areas is also a common step. In a case study conducted in 2012, Geo-

search-enabled Twitter Tools were used during the collection of Twitter data (Ming, 2012). In 

this study, a set of cities were first chosen to form a no-overlapping search area. Then, tweets 

was collected based on inside which city range they were generated, but further details like 

real coordinate and user information were left  behind. This geographic area based data 

collection method is popular for study in public opinion monitor domain. For these studies, 

the location is the main parameter when talking about data acquisition, while specific user 

information and user difference are less valuable since the cƻǊŜ ƻŦ άǇǳōƭƛŎ ƻǇƛƴƛƻƴέ ƛǎ ǘƘŜ 

ƎŜƴŜǊŀƭ ǘǊŜƴŘ ŀƴŘ Ƴŀƛƴ ƛŘŜŀ ƻŦ ƳŀǎǎƛǾŜ Řŀǘŀ ōǳǘ ƴƻǘ ƛƴŘƛǾƛŘǳŀƭΩǎΦ ¢Ƙƛǎ άŦǊƻƳ ƭƻŎŀǘƛƻƴ ǘƻ Řŀǘŀέ 
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approach omits the differences between individuals, it is commonly used when we consider 

the target as a unified whole, only the distribution and statistical feature of άpublicέ matters. 

 

Figure 2.3: Higher-level geotagged data acquisition and visualization. Each pie chart indicates a number of 
tweeters generated inside a city border range (Ming 2012)  

While obviously, geotagged data can also ōŜ ǳǎŜŘ ƛƴ ŀƴ ƻǇǇƻǎƛǘŜ άŦǊƻƳ ǳǎŜǊ ǘƻ ƭƻŎŀǘƛƻƴέ 

approach. Another study conducted by Xiaoqian Hu in 2017 demonstrated the potential value 

of tracking an individual user through social media. In this study, urban population mobility 
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pattern was identified by tracking the location change using weibo posted during Chinese 

New Year break. Different from Mingś studyτwhere individual users were considered the 

same for data acquisition, for Hu, the series of locations changed during Spring Festival for 

one user have much more value. This into detail tracking and comparing ensures that the 

mobility pattern during Spring Festival can be visualized in one map with lines indicate the 

movements of each tracked user. The advantage is obvious, we can perceive data that 

represent location change with only one map. But this type of precise data and visualization 

has its own drawbacks, like cannot present precise numbers, and requires higher computing 

ability for hardware.     

 

Figure 2.4: User mobility patterns in spring festival travel rush. Visualized with the complete Weibo data collected 
during the 2017 Spring Festival (Xiaoqian Hu 2017) 

While georeferenced social media records may same have significant meaning for all 

type of study fields, but still they are generated by only a very small portion of the user. During 

ǘƘŜ ŜŀǊƭȅ ƳŜƴǘƛƻƴŜŘ ǇǊƻƧŜŎǘ άDƭƻōŀƭ ¢ǿƛǘǘŜǊ IŜŀǊǘōŜŀǘέ ŎƻƴŘǳŎǘŜŘ ōȅ ǎǳǇŜǊŎƻƳǇǳǘƛƴƎ 

manufacturer Silicon Graphics International (SGI), the University of Illinois, and social media 

data vendor GNIP (Kalev et al. 2012), just 8.2 percent of all user had either Place or Exact 

Location information available for their tweets. Research by Hale, Gaffney, and Graham (2012) 

indicated that geolocated tweets were as low as 0.7%. But it does not matter what is the real 

percentage of geolocated tweets, what we know is that they do not represent the full value 

of the geographical information contained in social media. Even with the prosperity view, we 
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still notice the lack of voice in relatively more sociology direction using geotagged social media 

data.  

To address the limitation caused by the low percentage of geotagged data and expand 

the usability of social media data. Studies focusing on enlarging the possible harvesting pool 

was made. 

Commonly for social media, the profile information is considered as an important and 

ƴŜŎŜǎǎŀǊȅ ǇŀǊǘΦ 9ǾŜƴ ǘƘƻǳƎƘ ǘƘŜǊŜ ŀǊŜ ǎƻƳŜ ǎƻŎƛŀƭ ƳŜŘƛŀ ǘŀǊƎŜǘƛƴƎ άŀƴƻƴȅƳƻǳǎ ŜȄǇŜǊƛŜƴŎŜέ 

have achieved quite a good compliment, like Whisper, Secret (has been shut down on April 

29, 2015) and Yik Yak, the mainstream of social function design still values the user profile. 

Especially in recent years, after celebrities, companies, and organizations, sometimes even 

local government departments opened thŜƛǊ άƻŦŦƛŎƛŀƭ ǎƻŎƛŀƭ ƳŜŘƛŀ ŀŎŎƻǳƴǘέ ǿƛŘŜƭȅΣ ǘƘŜ 

demanding and concern of realizing a real-name system for social media increased heavily.  

Under this trend, nowadays systems usually set up a series of methods leading the 

user to complete their biographical profile page, like a small percentage indicator placed in 

your main home page showing how much you have leaved blank. Among all those fields in 

profile page, some of them contain formattable textual geographic information. Take 

Facebook as an example, it ƛǎ ƻōǾƛƻǳǎƭȅ ǘƘŀǘ άǇƭŀŎŜǎ ȅƻǳ ƘŀǾŜ ƭƛǾŜŘ ƛƴέ ŦƛŜƭŘ Ŏƻƴǘŀƛƴǎ ǳǎŜǊ 

ƛƴǇǳǘ ƭƻŎŀǘƛƻƴ ƛƴŦƻǊƳŀǘƛƻƴΣ ŀƴŘ LŦ ǿŜ ŎƻƴǎƛŘŜǊ ƻƴŜ ǎǘŜǇ ŦǳǊǘƘŜǊΣ ŦǊƻƳ άǿƻǊƪ ŀƴŘ ŜŘǳŎŀǘƛƻƴέ 

section, we can also extract potential geographic information, for all the possible selections 

are created with a data page asking for location details of the object. Finally, the content of a 

record itself may also mention one or more places. 

 

Figure 2. 5Υ CŀŎŜōƻƻƪ ά/ǊŜŀǘŜ bŜǿ {ŎƘƻƻƭέ ǇŀƎŜ 
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!ŎŎƻǊŘƛƴƎ ǘƻ άDƭƻōŀƭ ¢ǿƛǘǘŜǊ IŜŀǊǘōŜŀǘέΣ ƎŜƴŜǊŀƭƭȅ тмΦп ǇŜǊŎŜƴǘ of tweets have 

available user location field data. Compare to geotagged tweets (8.2 percent of total), to 

harvest geographic information from text may be a more profitable choice. 

 Textual information gives us the potential to answer more questions, however, this 

approach leads to new technique problems such as how to determine the level of details, 

since people refer to different places with different level, from a street name to a country. 

And if a platform has users from all over the world using different language talking about the 

same place, this situation becomes even more complicated. 

For those data fields, all geographic information is presented in textual form, for 

example when the user ƳƻǾŜŘ ŦǊƻƳέ bŜǿ ¸ƻǊƪ /ƛǘȅέ ǘƻ άIŀƳōǳǊƎέΣ ƻǊ ǿƘŜƴ ǳǎŜǊ Ǉƻǎǘ άL ǿƛƭƭ 

ǘǊŀǾŜƭ ǘƻ WŀǇŀƴ ƴŜȄǘ ǿŜŜƪέΦ Lǘ requires extraction and geocoding algorithms to interpolate 

from text into mappable coordinates. .ǳǘ ǇǊƻōƭŜƳǎ ƻŎŎǳǊΣ ōŜŎŀǳǎŜ άNearly one-third of all 

locations on earth share their name with another location somewhere else on the planetέ 

(Leetaru 2012). How we can interpolate textual location into correct, unique coordinate and 

avoid error and ambiguity is a necessary step, especially when the different geocoding system 

has their own standard? Hence, for most of the cases, research area and target language are 

determined with deliberate consideration to minimize the complexity.  

2.1.3 Virtual Community 

The massive development of social media brings the prosperity of online communities. 

Different from real space region, the definition and border of a state are relatively fuzzier in 

Cyberspace. ¢ǊŀŘƛǘƛƻƴŀƭƭȅΣ άŎƻƳƳǳƴƛǘȅέ ƛǎ ōƻǳƴŘ ǘƻ ŀ ƎŜƻƎǊŀǇƘȅ area, ōǳǘ ǘƘŜ άǾƛǊǘǳŀƭέ ǇŀǊǘ 

of the term indicates that there is no such a physical space (Ridings and Gefen, 2004). When 

a user using the internet to locate and communicate with others who have similar interests, 

they form a virtual community (Hiltz and Wellman, 1997). And the communities are not static. 

άThey evolve because of cultural, environmental, economic, or political trends, external 

interventions, or unexpected eventsέ (Ahn 2011). Even though virtual community could be 

formed across physical state boundaries and always changes, but members with similar 

language, cultural background, same national interest still could be observed have an obvious 

closer connection with others. 
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These features lead us to a new perspective that we can analyze a certain virtue 

community on άnationέ levelτ which includes the core members όŀ ǎǘŀǘŜΨǎ ŎƛǘƛȊŜƴǎ ǿƘƻ ƭƛǾŜ 

within its physical boundaries) as well as those physically overseas members who still actively 

joining the public discussion in this community. 

In the book άThe ethnography of communicationέ, Saville-Troike said: άRegarding 

group membership, language is a key factor - an identification badge ς for both self and 

outside perceptionέΦ Thus, the language could be seen as an important indication of identity 

(Donath, 1996). Traditionally, in many studies, the dominant language or official language of 

the research state will be used as a factor to distinguish community members. Like the 

previous study conducted by Ming, both of the candidatesΩ names were searched in English, 

even though according to American Community Survey Report (2011), of 291.5 million people 

aged 5 and over, 60.6 million people (21 percent of this population) spoke a language other 

than English at home.  

The lack of consideration of multiple languages may lead to a biased outcome if the 

target state-level virtue community has a complex culture component and more than one 

dominant languages (Main languages). In a work from Fischer (2011), different colors were 

used to represent the language a geotagged tweet used from 23 October 2012 to 30 

November 2012. The result indicates that most countries show strong homogeneity with a 

single language, but people in some countries show a diversity use of languages. This situation 

is significant in Europe, country such as Serbia even have no dominant language. Under this 

situation, it is not easy for scientists to establish researches involve multiple languages and 

states, especially for those cross-culture topics. The methods to identify communities are 

heavily affected by the trend of globalization and massive immigration in recent years, study 

around analysis the states and boundaries remained an important topic now in Cyberspace. 
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Figure 2.6: Georeferenced tweets from 23 October 2012 to 30 November 2012 colored by language (Fischer, 
2011) 

Thus, different approaches have been conducted to bypass the difficultly caused by 

multiple languages usage in social media data. The study conducted in 2012 (Stefanidis et al. 

2012) offers a different way of thinking. If the main question of the study is to identify the 

connection between states (the people of those states), then using one keyword (state name) 

with several predetermined languages is enough to represent a virtual state, as well as depict 

the communities surround it and its projection on the physical space. In this study, Stefanidis 

(2012) picked Syria as a test case, collected Twitter feeds through keyword queries. Over the 

ǎǘǳŘȅ ǇŜǊƛƻŘ ƻŦ ƻƴŜ ǿŜŜƪΣ ¢ǿƛǘǘŜǊǎ ƛƴŎƭǳŘŜŘ ά{ȅǊƛŀέ ƻǊ ƛǘǎ ƘŀǎƘǘŀƎ ƘŀǾŜ ōŜŜƴ ƘŀǊǾŜǎǘŜŘ 

globally. By analysis, the dataset, a simplified relation network of Syria was created. In this 

project, Stefanidis combined the two types of geographical information mentioned in the last 

section. The textual ƛƴŦƻǊƳŀǘƛƻƴ ǊŜǇǊŜǎŜƴǘǎ ά{ȅǊƛŀέ ƛƴ ōƻǘƘ 9ƴƎƭƛǎƘ ŀǎ ǿŜƭƭ ŀǎ ǘƘŜ ŦƻǊƳŀƭ !ǊŀōƛŎ 

spelling was used to query the discussion about Syria from the Twitter server, the records 

with any sort of geolocation information ranging from geotagging to user profile city name 

were documented into different real space states. His work suggests the new direction of 

using textual geographical information even without fully developed geocoding algorithms. A 

pre-ǎŜƭŜŎǘ ǊŜǉǳŜǎǘ ƪŜȅǿƻǊŘ ŎƻǳƭŘ ǎŜǊǾŜ ŀǎ ŀ άǇƭŀŎŜ ƻŦ ƛƴǘŜǊŜǎǘέ ǿƘƛƭŜ ǎƻŎƛŀƭ ƳŜŘƛŀ Řŀǘŀ ǊŜƭŀǘŜŘ 

to it could be harvested and used as an indicator of its connection through the world.    
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2.1.4 Sina Weibo  

In July 2006, Twitter was created. Three years later, Sina Weibo was launched in China. 

Later this year, Twitter and Facebook were blocked in mainland China. Since then, the user 

group of domestic microblog services such as Sina and Tencent started to grow fast (Yu 2011). 

During the past decade, both Twitter and Sina achieved great success. Different from Twitter, 

the user of Sina Weibo is concentrated within Chinese. This situation offers a distinct 

convenience for researchers, Twitter user comes from a variety of countries, while the 

millions of users of Sina Weibo are almost all located in China and post in Chinese language 

(Yu 2011). This feature makes it possible for us to consider Sina user group as a unified virtue 

community representing China. 

According to the 2016 Weibo user report (Sina, 2016), the whole user pool consists of 

55.5% male account and 45.5% female account. 77.8% of the total have received higher 

education. People under 30 years of age are the major user, accounting for more than 80%. 

User between 18-30 years of age reached approximately 70%. Based on the urban 

development level of user distribution, the user composition indicated a trend of user 

increasing in a second and third tie of cities. The current statistic shows a relatively equal 

distribution through cities from all level of development since in China (Sina, 2016), the city 

tier is assigned mostly based on GDP or population1 , the comprehensiveness and 

representativeness of Sina Weibo data are guaranteed. 

 

Figure 2.7: User composition of Sina Weibo (Sina Data Centre, 2016). 16% from first tie cities, 25% from second tie 
cities, 26% from third tie cities, 30% from fourth tie cities and below, 2% from oversea or special administrative regions 

(SAR) 

                                                      
1 Urban legend: /ƘƛƴŀΩǎ ǘƛŜǊŜŘ Ŏƛǘȅ ǎȅǎǘŜƳ ŜȄǇƭŀƛƴŜŘ. http://multimedia.scmp.com/2016/cities/ 

http://multimedia.scmp.com/2016/cities/
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2.2 Nature Language Processing  

The typical research directions involve social media data include work like topic 

classification, trend detection, sentiment analysis. For all of them, text processing is the very 

first step, hence, those process roughly fall in Nature Language Processing domain.  

Natural Language Processing (NLP) is an area of research and application that explores 

how computers can be used to understand and manipulate natural language text or speech 

to do useful things (Chowdhury 2003). In the 90s, the three trendsτheavily increased texts 

through the internet; computers with increased speed and memory; and the arrival of the 

Internet, brought in a rapidly growing in NLP area (Liddy 2001). Commonly, when talking 

about NLP, most of the functions are mainly based on statistical algorithms relying on the 

textual representation of data. Those functions covered a wide range of basic demanding 

from retrieving texts, splitting text into parts, checking spelling to word frequency counting 

(Cambria 2014). Buǘ ǘƘŜ Ǝƻŀƭ ƻŦ b[t ƛǎ ƴƻǘ Ƨǳǎǘ ƭŀƴƎǳŀƎŜ άǇǊƻŎŜǎǎƛƴƎέ ōǳǘ ƳƻǊŜ 

άǳƴŘŜǊǎǘŀƴŘƛƴƎέΦ !ŎŎƻǊŘƛƴƎ ǘƻ Liddy, a full NLU (Nature Language Understanding) System 

would be able to: 1. Paraphrase an input text. 2. Translate the text into another language. 3. 

Answer questions about the contents of the text. 4. Draw inferences from the text. However, 

even though in the past great progress have been made to accomplish tasks 1 to 3, the current 

study still cannot answer the last goal. 

Even though NLU is hard to realize, NLP is possible. The current study surrounding text 

processingτincluding Chinese text, usually concern on the following three specific topics.   

Chinese word segmentation 

Unlike in English, the text consists sequences of words naturally separated by space, 

Chinese is an ideographic language in that there is no delimiter between words in sentences. 

Therefore, Xue (2003) concluded that word segmentation is treated as an inseparable part of 

Chinese sentence understanding. Most of the existing word segmentation systems could be 

classified into three categories depending on the algorism they use: 

1. Segmentation based on string matching:  
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This method is also called the mechanical word segmentation method, it 

ŎƻƳǇŀǊŜǎ ǘƘŜ ǘŀǊƎŜǘ /ƘƛƴŜǎŜ ǎǘǊƛƴƎ ǿƛǘƘ ŜǾŜǊȅ ǿƻǊŘ ƛƴ ŀ άōƛƎ ŜƴƻǳƎƘέ ǇǊŜ-compiled 

dictionary if the dictionary finds the string contains one pre-compiled word, that is a 

match (successful identified a word). Based on different scanning direction, the string 

matching word segmentation method can be divided into forwards matching and 

reverse matching. According to the different length of the priority match, can be 

divided into the maximum (longest) match and the minimum (shortest) match; Based 

on whether the process is combined with other methods, it can be divided into pure 

word segmentation or word segmentation combined with part-of-speech tagging. 

2. Segmentation based on statistical approach: 

The form of a Chinese word is a stable combination of two or more Chinese 

characters, so the more a combination of adjacent characters appearing in the context, 

the more likely they form a word. Therefore, the frequency or probability of adjacent 

characters reflects the credibility of correct word forming. The mutual information 

between two characters can accordingly be calculated. When giving a string of 

characters, the pair of adjacent characters with the largest mutual information greater 

than a predetermined threshold is recognized as a word. Repeat this process until 

there are no more pairs of adjacent characters with a mutual information value 

greater than the threshold. This method only needs to count the frequency of the 

words in the contexts and does not need a pre-compiled dictionary, so it is called no-

dictionary word segmentation method or purely statistical word segmentation.  

But this method also has some limitations, there are certain adjacent character 

pairs with high mutual information but do not form any commonly used word, since 

the Chinese language also have single character words. That lead to the third method.  

3. Statistical dictionary-based word segmentation: 

In order to get the best of both approaches mentioned above, in practice, 

world segmentation is commonly conducted by combining the use of a dictionary and 

statistical information. Using a dictionary to recognize commonly used words, at the 

same time using a statistical approach to detect new words from context. Compared 
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with the other approaches, statistical dictionary-based word segmentation has the 

advantage of fast and high efficiency from string matching segmentation and also the 

merits of statistical segmentation like improved accuracy from new word detection 

ability. 

More recent work on Chinese word segmentation discussed the usability of 

understanding based word segmentation (Guohe and Wei, 2011). The basic idea is to perform 

semantic analysis with word segmentation, using the syntactic and semantic information to 

deal with potential ambiguity. Scientists consider it the future trend, many studies have been 

done based on this direction mainly concern Artificial Neural Network (ANN) algorithms.  

Part-of-speech tagging  

Parts-of-speech (also known as POS, word classes, or syntactic categories) is the 

process of assigning a part-of-speech marker to each word in an input text. It is important and 

useful because of the large information they can tell about the word and its adjacent words 

(Jurafsky and Martin 2014). The tags or word classes, broadly include eight big categories:  

noun, verb, pronoun, preposition, adverb, conjunction, participle, and article. Nonetheless, in 

some projects involve language other than English, more detailed classification has been used, 

like the 43 tags adopted in the word segmentation standard for Chinese information 

processing issued by the Central Standards Bureau in 1999. 

Part of speech tagging is important, according to Jurafsky, in knowing whether a word 

is a noun or adverb and can help us judge the information of neighbouring words. Even though 

we normally consider word segmentation the precondition of parts-of-speech tagging, but 

recent researchers brought those two steps into an equal position. Using the potential 

language relationship between the two tasks, the use of the joint model for word 

segmentation and part-of-speech tagging will lead to a great improving for both tasks (Ng and 

Low, 2004; Zhang et al. 2014). 

Keywords extraction 

Keywords extraction or Keyphrase extraction is the process to select a set of most 

relevant terms from a giving text, the outcome briefly summarizes the document. Extracted 

keywords are particularly useful because they can be interpreted individually and 
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independently of each other (Witten, et al., 1999). They can be used as descriptions of the 

documents for retrieving in a digital library (e.g., Nguyen and Kan, 2007), measuring 

document similarity (Habibi and Popescu-Belis, 2015), classification, abstract and other fields. 

For example, consider the articles have similar keywords as one group can improve the 

performance of K-ƳŜŀƴǎ ŎƭǳǎǘŜǊƛƴƎΤ ŦǊƻƳ ŀƭƭ ǘƘŜ ƪŜȅǿƻǊŘǎ ŜȄǘǊŀŎǘŜŘ ŦǊƻƳ ƻƴŜ ŘŀȅΩǎ ƴŜǿǎ 

reports, you can generally know what happened that day, or extract the keywords from a 

group of microblogs would tell you what they are mainly discussing. 

There are many existing methods to perform keyword extraction process, the most 

basic and simple one is frequencyςinverse document frequency (TF-IDF) (Salton and Buckley, 

1988).  To determine whether a word is important in an article, the most obvious way is word 

frequency: important words tend to appear in the article more. But on the other hand, it is 

not necessary that words with higher frequency are more important, since some commonly 

used words are frequently present in more than one articles, the importance of them is 

certainly not as much as those that have a high frequency in only one specific article. In other 

words, the importance of a word is proportional to the number of times it appears in one 

document, but it is inversely proportional to the frequency it appears in the corpus. From the 

statistical point of view, the core of TF-IDF is to assign those uncommon words a larger weight, 

while reducing the weight of common words. Here, IDF (inverse document frequency) is the 

weight, TF (term frequency) refers to the word frequency. The overall approach works as 

follows. Given a word ὸ , its importance can be represented as: 

ὸὪȟ
ὲȟ
В ὲȟ

 

Where ὲȟ equals the number of times word ὸ appears in document Ὠ  , the 

denominator is the total number of all words in document Ὠ. 

ὭὨὪὰέὫ
ȿὈȿ

ȿὮȡ ὸᶰὨȿ ρ
 

ȿὈȿ is the total number of documents in corpus, ȿὮȡ ὸᶰὨȿrepresent the number of 

documents contain word ὸ, but if this word is not pre-existed in corpus the denominator 

would equal to zero, so in practice ȿὮȡ ὸᶰὨȿ ρ is commonly used. 
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ὸὪὭὨὪȟ ὸὪȟ  ὭὨὪ 

TF-IDF is still the most wildly used method in the present open source NLP tools..  

2.3 Visualization  

One feature of social media data analysis is that it cannot be easily quantified, 

including videos, images, Emojis, geographical information and text. Microblogs as a text-

based social media type, mainly dealing with user-generated textual content. NLP work 

introduced in section 2.2 could help us to process the massive amount of textual data, 

however, we still need to figure out how should we extract, convert and present useful 

information contained in the textual dataτwhich, is always of a variety of types. For instance, 

textual άǳǎŜǊ ƎŜƴŘŜǊέ ŦƛƭŜŘ ŎƻǳƭŘ ōŜ Ŏƻǳƴǘed and converted into quantifiable user gender 

ratio; Emoji frequency could be calculated and ranked; άHometownέ filed could be geocoded 

into mappable coordinates. The main point is that, from textual raw data, we could obtain 

different new types of data. To make the analysis possible, exploratory approaches and user 

involvement is the key point, and the answer to this problem is a visual representation 

(Schreck and Keim, 2013).  

Thus, the following section will continue with the structure and meaning of visual data 

analysis, then, introduce the general feature, preference, and advantages of different 

visualization methods.  

2.3.1 Visual Data Exploration 

The arrival of the internet has brought the explosive growth of data, covering 

documents, social networks, financial transactions, urban environments, news multimedia 

and other aspects. How to present information in a more intuitive and easier way is a great 

challenge of big data analysis (Keim 2006). Facing the challenge, scientists have developed 

information visualization technology, and represent data with visual symbols to help people 

understand a large amount information.  

 Graphics, symbols, colors, and textures are easier to understand by humans 

compared with text and numbers. Information visualization is this typical interdisciplinary 
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research field aims at conducting visualization analysis with human perception and certain 

interactive means to enhance people 's understanding of data. 

Initially, it is easy for the user to collect a huge amount of data from any other 

automated process, however, if the data is displayed textually, the amount of data able to be 

presented is very limited. And without human participation, the value of the data cannot be 

interpreted. Therefore, Visual data exploration (Visual data mining) aims at integrating human 

in data exploration process (Keim 2002; Simoff et al. 2008). 

 

Figure 2.8: Visual data mining as a confluence of disciplines. (Simoff et al. 2008) 

Keim (2002) explains the traditional three steps process in visual data exploration: 1. 

Overview. 2. zoom and filter. 3.details on demand. 

First, an overview of data needs to be presented to the user. Thus, the user can 

perceive interesting patterns from it and focus on one of them. For a closer analysis of the 

pattern, the user needs the possibility to access details of the data. Visualization technology 

could be adopted in all three steps: For data overview, visualization techniques allow the user 

to identify interesting subsets efficiently. And when a subset is picked, it is important to keep 

the overview while conducting another visualization techniques on the subset. In conclusion, 
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ǘƘŜ Ǝƻŀƭ ƻŦ Ǿƛǎǳŀƭ ŀƴŀƭȅǎƛǎ Ƙŀǎ ōŜŜƴ ǎǳƳƳŀǊƛȊŜŘ ŀǎ άpursues a tight integration of human and 

machine by enabling the user to interact with the system.έ ό{ŀŎƘŀ Ŝǘ ŀƭΦ, 2014) 

 

Figure 2.9: Knowledge generation model for visual analytics. (Sacha et al., 2014) 

2.3.2 Classification of Information visualization techniques  

Data we harvested always contains multidimensional information. To map this type of 

abstract into physical space clean and clear, a variety of visualization techniques are used, 

such as histograms, pie charts, scatter plots, line plots. Keim (2002) summarized that they can 

be classified from three aspects: data type, visualization techniques, interaction or distortion 

techniques. 

 

Figure 2.10: Three criteria of information visualization techniques. (Keim 2002) 



25 

 

 There is always more than one way to present a dataset, to determine the most 

suitable visualization methods for different datasets in a project, we could consider from 

these three aspects. 

When preparing data for visualization, we commonly classified them firstly by 

dimensions. From simple to complex, one and two-dimensional data are the most common 

type. One-dimensional data includes most of the statistical data, usually are mathematically 

expressed values (number, fraction, percent). Two-dimensional data refers to those have two 

distinct attributes. Coordinates, for example, the longitude value and the latitudes value are 

the two attributes. Accordingly, we could also define three-dimensional data. These low 

dimensional data could be easily visualized with 2D or 3D plots. Like in an x-y-z plot, use the 

intercept of each axis to indicate the value from each dimension. For specialized data like 

coordinates, the map could be used. The standard 2D and 3D visualization techniques include 

well-known charts like bar charts, pie charts, line graphs.  

While multidimensional data consists of more than three attributes, therefore cannot 

be easily visualized with standard 2D or 3D plots. An example given by Keim (2002) are tables 

have ten or even hundreds of columns (attributes). Those datasets could be presented by 

more sophisticated methods like Parallel Coordinatesτ presenting all dimensions with 

parallel axes, and same as in a 3D plot, still use intercept of each axis to display the 

corresponding value. Other visualization techniques for high-dimensional data were classified 

into Iconic displays (e.g., Star glyphs visualization), Dense Pixel displays (e.g., Data clock), 

Stacked displays. Based on the pursuit of an individual project, they have their own strengths 

in different situations. 
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Figure 2.11 Parallel coordinates. (Kosara 2010) 

 

Figure 2.12: Star glyphs visualization (UCI machine learning repository) 
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Figure 2.13: A data clock used to indicate tweet count in a month per hour (Stefanidis et al. 2012) 

 

 

Figure 2.14: Dimension stack display and its process (Gemmell, Burrage et al. 2014) 












































































