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Nowadays indoor locatichased services (@oor-LBShre getting more and more attention.
Various data are captured while little work has been done to investigate visualization
methods for those data to an ¢ipnal communication foindoor-LBSAs a typical application

for indoor-LBS, eampared with outdoor navigation, indoor navigation is more difficult that
the presentationof indoor geographical informatiois depending on technical limitations of
output media, accuracy of locatianformation, and cognitive restrictions of the ugér7].

There are researches indicatititat users perform significantly better witphotographsin
navigation tasks, especially when the navigation instruction is givef2l], but seldom
mention how those potographs can be applied to route visualizatidierefore this work
focused orphoto-basedroute visualizationTheidea isbased on the findinghat the human
brain constructssubconsciouslya unique cognitive map from thetarting point to the
endpoirt of the route which is dividednto single route sections of manageable sizes
characterizedby waypoints and landmarks known or communicatedthe user[25]. It
overcomes location inaccuracy problef@0] since no accurate location information is
needed.

Three subtasks are involved firstly, scene recognitionmethod is employed to extract
information from each scene of a royteecondly, route descriptigare generated from the
extracted information according to image schentardly, route descriptionsre symbolized
and combined withmages photosbeing preprocessed}o visualize an indoor route. Some
suggestions and improvements are also discussed.

Thedifficultiesof automatic scene recognitioere addressedn preparation work ophoto-
based visubzation. Previous scene recognition method was adapted and recognition
accuracy was increased by reducalgssification amountg-or all three test routes, accuracy
of route 1 is 87%, route 2 is 85% and route 3 is 82M\dittor manual work is needet cope
with the inaccurate information.

Image schema is introduced as an intermediate representation between ghatad, floor
plan and other relevant data) and route description. An innovative framework extended
from image schema is also proposed to procasslar visualization workflow.

A user test is conducted to prove the feasibility of the designed visualizatlm user test

proved the effectiveness of this method and nearly all test persons peddmmuch better

by usingthose visualization resultsirom feedback of those test persons, they think those
images are clear and suggestive, and help them greatly in finding destination. Most of them
said without those images, they had no idea how to find the destination. Some females said
they had problem ireading a map or floor plan, those images gave them a good sense in
LISNOSAGAY3I SYGANRYYSYG FYyR AGQa SIFAASAI F2NJ
conservative finding is thdemales seem to be more imagkependent than males.
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Nowadays indoor locatichased services (@oor-LBShre getting more and more attention.

Various data are captured while little work hagdm done to investigate visualization

methods for those data to an ¢ipmal communication for idoor-LBSIndoor navigation is a
typicalindoor-LBS that helps people find their way to the destinations. Howavargebody

of work indicating that navigang people towards their destinationsinside a buildings
challenging[22]. When people walkn buildings it can be confusing to find a way to the
destination, especially when indoor building desgdras complex aa maze. Although they
canusefloor plans,finding the floor plans is sometimes already a challenge. Even if floor

L yad SEA&GZI AlGQ& &l Aword, oyté ttansiBthased2D fiodr plansial & i K
05 2062S8S00a Fra LIS2LXS aSS Ay (GKSAN dRkdhmte €A
process that if a scene is more close to reality, then it will be easier for them to form an
internal spatial representatiorf-amiliarity with an area is probably positivelyrrelated with

the completeness of this internal spatial representatid8] and only if people get familiar

with their surroundings thathey canperform faster in finding a destinatiamAlthoughthere

are already tremendous ways tonake use of different data to provide aldor navigation

services, such amapsand audic-aid, most of them are not feasible for indoor navigation

Some methods areevencriticizedin outdoor navigatiorto be annoying and fail to give clear
instructions. For exampleyeople hear audio information like this: keejsiving and turn

right after 3kmor please turn around in the front. The fact is, not too many people have an

idea how far 3 km is, it can be just a few minutes or quite a while depending on the driving
speed and current traffic condition. Although the car navigation systems keep reminding

drA GSNR | f 0KS GAYS:I Zaadpédpleinyag domplain Ghat whydeA G S |
R2Say Qi 3IABS I+ Of SIFNBNJ AyadNHzOaGAz2zy Fd FANREI
semantic information could be added depending on what people see. For instérua,

navigation systems remind drivers like this: Keep driving until you see a McDonald in front,

and turn left at the gate of Mac Donald , or keep driving, you will see a KFQuonght,

there you will find pur destination just behind it.

Pedestrian navigation systems are quite different from car navigation systems. Walking

speed is a lot slower than driving speed and attention to traffic is not as important which

gives the pedestrian a lot of time to concentrate on his environnj26r.Often a pedstrian

does have a little bit of extra time and would appreciate some additional information about

KAada OdzZNNBYylG SY@ANRYYSYyG>S 6KAOK A& dzadz ffe
software[16].

When it comes to indooroute instruction, it seems mee difficult that the form of
presentation is depending on technical limitations of output media, accuracy of location
information, and cognitive restrictions of the uddr7]. Therefore how to generate effective
instructions from various data type anessential part for indoor navigatiofollowingOhm

et al [21], users performed significantly better with the navigation prototypesing
photographs, especially if the navigation instruction is given at a rpoiat with a high
branching factor and thusigh complexityFanget al [23] also mentioned that the key

1



requirement in navigations to guide pedestrians efficiently and effectively with a minimal
spatial cognitive burden on the user$hus, m this thesis an photo-based methodis
proposedto viswalize indoor scene and enhance wayding processthe route is also
describedin a more humarfriendly way, which is depending on what people sBeebasic
idea isthat the human brain constructsubconsciousha unique cognitive map from the
starting pint to the endpoirt of the route which is dividednto single route sections of
manageable sizes characterizeglwaypoints and landmarks known or communicatedhi®
user [19].It overcomes location inaccuracy problef20] since no accurate location
information is neededFirstly each scene of a route is recognized and then be extracted into
image schemasecondlyroute descriptionis generatedautomatically thirdly visualization
method is proposedto display route photos and a user tests conductedto prove its
usability, and finallyjsome modificatios are madd¢o getan optimal visualization effect.

The aim ofthis thesisis to study currentscene recognitiormethods anddevelop photo-
basedvisualization strategies for typicaldoor-LBS scenario3asks includeextracing useful
information from photos visualization for usable route descriptionyser test for
visualization strategiess well aglesigning a framework for whole workflow

Research goals aréstedas follows:

1. Understand the underlyingnechanism of indoor scene recognition and adapt current
methods tomy research In my case, recognize several main indoor scenes based on my
dataset.

2. Have a deep understanding of image schemata and their correlation to indoor scene
recognition, know hw to create schemata from indoor scene recognition results and know
how to derive route descriptions from schetaas well.

3. Propose photo-basedroute visualization method and prove its usefulness.
To reach these goals, the followiagrkflow (Figurel) is used:

1. Each image from each route is automatically recognized as a scene of five categories:
corridor, door, elevator, lobby and staircase.

2. A standardization process will extract image schema from gieros accordingto
certain rules and generate route description automatically.

3. Eachphoto from each route will be calculated and added respective symbols
automatically, and manual modification is needed after automatic process.

4. A user test is conducted to colleeteflback for route visualization results and further
modifications are made when necessary.



Image schema

Indoor scene Route

o & Route e User Test
recognition . Visualization
description
Figurel Whole Workflow

The rest of thighesisis organized as follows:

The second chapter are related works in recent years. The relatats include three
aspects: indoor scene recognition, image schema and route visualization. This chapter also
states research goals.

The third chapter clarifies basic mechanism of adopted indoor scene recognition method
and model training process, as \Was how it relates with thesis topic.

The fourth chapter deals with image schema, which in this thesis is treated as an
intermediate representation between datalfoto, floor plan and other relevant data) and
route description.

The fifth chapter explaingisualization strategy and its respective route visualization effects.

The sixth chapter takes a case as an example and shows how whole workflow can be applied
in this specific case. Besides, a user test of three routes is also conducted to check whether
those visualization results can help people in indoor way finding.

The seventh chapter makes a conclusion of whole work and proposes some potential work in
the future.
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2.1 Scene Recognition

A very importantphase in environment represeation is the simplificatiorof the building
structure, extracting the geometrical dataodel [24].In this thesis, what is needed to be
detected is not a specific object, instead, a scene, which consists of several objects and
features, should be recogizeas a whole Scene recognition is based on object recognition,
that is, several features in a region or closed boundary corresponds to a scene which people
are familiar with in their dalily life.

In object recognition, it is assumed that a region or a adokseundary corresponds to an
entity that is either an object or a part of an obje@]. Plenty of work has been done in
object recognition.

Hariharanand Bharath[8] mentionedthat object recognition is not only object detection,
but also semantic segméation. Object detection has bounding box, spatial extent but is
coarsely localized, while semi&c segmentation can accurately mark out pixel but there is
no spatial extent. Thus he propate@ workflow to combine both to realize simultaneous
detection and segmentation. His 4tep workflow is as follows: generate proposals to
produce hierarchy of segmentation, extract features using convolutional neutral network
(CNN), classify regions to get each assign score and finally refine regions ustiayvtop
category specific information.

Belongieet al [7] proposal an invariant and robust shape matching and object recognition
method using shape contexts. Earlier shape matching metheede feature-based or
brightnessbased, instead, they measutesimilarity betveen shapes and explaitl it for
object recognition by solving for correspondencesvien points on the two shapes and
using the correspondence to estimate an aligning transform.

Ld and David G[6] mentioned that in order to detect features efficientlyhe features
themselves should be sufficiently distinctive. A staged filtering approach, which identifies
stable points in scale space can efficiently achieve this. Thus he pbpasethod named
Scale Invariant feature transform (SIFT) to divide an imaigea large collection of local
feature vectorsjn which each vector is invariant to image translation, scaling and rotation
and partially invariant to illumination changes and affine or 3D projectignusing keya
stable location, scale and orientati), and finally describes the local image region in a
manner invariant to these transformations.

Olivaand Torralba[1] proposeal a computational model of the recognition of real world

scenes through a procedure which is based on spatial envelope. Theguo&d spatial

envelope is the relationship beeen the outlines of the surfaces and their properties, and

AGQa  OSNEB f2¢ NBLNBaSyialaiAzy 2F (GKS a0SyScd
in which scenes sharing membership in semantic categorie
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Weakly supervised discovery of common visual structure in highly variable, cluttered images
is a key problenmn recognition[2]. Meghaand Svetlanad] addres®d this key problem by
usingdeformablepart-6 8 SR Y2 RSt & 0 5Supp@tavectoachiie (SVM)G Sy
training [10]. The basic idea is through unsupervised training, training images of indoor
scenes are classified into different categories, and testing images will calculate score for
each category then finally falls into the category in whidias the highest score.

2.2 Image Schemand Route Desaption

Dealing with the indoor recognition results is a tough isddartin and Michael [5] dalt

with the process of wayfinding using image schemata and afforddreary. They argue

that previaus mental representations are not sufficient to find route, instead, image
Aa0KSYlLGF FTYR ITF¥F2NRIYyOS | NB dza ST dz G2 NBLI
structures. They also propoda wayfinding graph to represent action and knowledge.

Hao et al. [13] proposal a representation of indoor places adopting the definition of
affordancebased place. They udea triangle graph to represent relationships een
places, image schemata and actions. They also prabaseomputational method of way
finding process.

However, image schemata are still too abstract to be presented to human beings, thus they
should be translatedo specific route description. FollowiButzet al [17], apath of motion

can be divided into certain segments, each segment consistingeaest of four parts
belonging to different categories: starting point, reorientationorientation),
path/progression and ending poinfThey alsosuggested that asimple model for the
generation of route descriptions consists of three steps: The first istépe activation of a
representation of spatial knowledge at the appropriate scale for the route. The second step
consists of the choice of a specific route through the environment (depending in general on
the mode of travel, the desired route charactéria O&d | YR GKS dza SNA LINF
about the environment). The last step consists of a translation from the chosen route to a
description, intheir case a set of multimodal instructions suitabfor different output
devicedq17].

2.3 Photo-basedRouteVisualization

Because Text only descriptions are notoriously inadequate for expressing complex spatial
relations[17], there are various attempts to present route descriptions in a moteitine

way. Inig et al. [11] have done a research on using spiiteens to combine maps ad images

for pedestrian navigation and found that in this way potentially less errors are caused. They
also suggestd to combine image augmenting audition hints, textual instructions, map,
photographs, landmarks pictured on imageayutomatic map rotation and situating
geotagged images on top of a map improve visualization effect, and thus easier for
pedestrian navigation.



Krispet al [12] investigatal the display and communication of indooouting instructions
via small maps, nmlike graphics and nephotorealisticpresentations of interior spacas
their research and suggext that 3D joint visualization of the routing information and the
building geometryis a challengeand usingransparencyto look inside and through walltsr
buildingscould helpto solve occlusion problem when the route is crossing different floor
levels

Radoczky[16] suggested that adding multimedia presentation forms to pedestrian
navigation systems can help the user to access more details and bac#girformation

about his environment. He alstiscussd several multimedia presentation forms for indoor

and outdoor navigation system, such as map, floor plan, verbal guidance, images, videos, 3D
presentation and online servicesand proposed that when tlse forms are combined
together with landmark integration, they can improve way finding process

Christian[14] suggestedhat a good design should be able to render visual hierarchy that
JdzA RSa GKS dzaSNRa FGaSydazy A MNSHRhe viséaf &8 G 2
variables such as size, hue, orientatiold ashape are important in image interpretati@s

they indicate visual hierarchfhose design ideas are suggestive for this thesis.

oy R22NJ { OSYyS wSO23ayAlAz2y

A scene is mainly characterized aglace in whictpeoplecan move [1]. An indoor scene is
always characterized by some typical indoor objects, such as cqrddor, elevator, lobby

and staircaseMost of indoor scenes consist of more than one indoor object, such as lobby
and staircase, ocorridor and door that they exist in the same sceneweler, in such a
complicated scene which contains more than one indoor objeetple can still distinguish
which object dominates the whole scenor instance, in a scene which contains lobby and
staircase at the same timepeople normallynotice staircase at the first sight while
neglecting the fact thathey are in a lobby; or in a scene which contains corridor and door at
the same time but the door is far awgyeoplemay mainly focusn the factthat they are in

a corridor. Only whethey havereachedthe door which is at the end of corridahen they

will notice there is a door heré K dzd = KdzYl yQa LISNOSLIIA2Yy | 02 dzi
the object which has the highest hierarchy dominaties semantic attribute of the scene.

Indoor scene recognitiofs critical for indoor visualizationsinceit indicates what people
perceivein their environment Nearly all indoor building structures consistaafrridor, door,
elevator, lobby and staiessg and each of them hagertain functionalities For instance,
staircaseand elevator lead people wpard or dowrward, lobby provides a place tstop and
rest, while corridor conned different spaces and provides a path for people to go along
Therefore,corridor, door,elevator, lobby and staircasge the most important scenes this
study. If those indoor scenesn be recognizedhey canbe highlighted in visualization step
and further help people in wayfinding.



Indoor scene recognitiois challengig, although there are some methods present, they still
have not reached a perfect result and thessrecognizingate is relatively higti>50%) The
difficulty is while some indoor scenes (e.g. corridors) canwe#l characterized byglobal
gpatial propeties, others (e.gbookstores) are bettercharacterized by the objects they
contain[3]. In this studyscene recognition methodnplemented by Megha and Svetlarjd]

is referencedwhich considers both global and local spatial propertiesoreover, the
amount of categories in scene classification is largely reduced to 5 common scenes in
campus buildingo increase recognition accuracy

3.1Basic idea

Weakly supervised discovery of common visual structure in highly variable, cluttered images

is a key problm in recognition[2]. Megha and Svetlanf2] addres®d this problem using
deformablepart-6  a SR Y2 RSt & ¢ Supporvedior gakhinéd SWYM tiaiGing o

[10]. Oliva and Torralba[l] arguel that the structure of a scene consists of a holistic
representation and the most important objecthus they usd a root filter anda part filter

which refers tol Y2 @F o0t S GwS3IA 2y stickure laynodeINIS & scené wh L 0 €
Meanwhile, he LSVM trainingrocesssdza SR (2 RA&AO0O2OSNI[KS whLQa

3.1.1 Model Description

An image is represented by a medtale feature pyramid usingwariation of histograrrof-
gradient (HOG) featuref2].This thesis followed a S 3 K [2](dethod of partitioning the
image at each pyramid level into cells of 8 piXls and usé nine orientation bins per HOG
cell. It alsoused pyramids ofeight and sixteen levels per octave for scene classificaeh
object localizationrespectively.

The scene is contexbased andthis paperused a multiscale set of earlyisud features,

GKAOK O LIidzNBE (KS o Idimersidnalzignatir&vBct¢asSPhgrdorel y G 2 |
each imaggscene)in dataset has a basket of oe-one GIST featuréa low dimensional
representation of the scene, which does not require any fofreegmentation).

Thismodel consists of aoarseroot filter that approximately covers an entire objeet set of
higher resolution parts filters that cover smaller parts of the objecind associated
deformation modelq10]. In the model oMeghaand Setlana[2], each filterdefines a HOG
(histogram of oriented gradienfsvindow of a given size. The filter respoes# a given
location and scale in the image is given by themloduct of the vector of filtemweightsand
the HOG featuresf the correspading window in the feature pyramidThepart filters are
applied to features at twice the spatial resolution of the robheysuggestd that when the
number of parts filtersvas eight, it ha the best performanceTherefore, inthis model, the
number ofparts filtersis also seas eight.

The scene detection is hypothesized tltta¢re is at most one instance per root locatifio].
Therefore, in the deformable part-based model(5 t a)Qthis paper define a score at

Ihttp://lear.inrialpes.fr/pubs/2009/DJSAS09/gist _evaluatipdf
7



http://lear.inrialpes.fr/pubs/2009/DJSAS09/gist_evaluation.pdf

different positionsand scales in an iage by using a featurepyramid, which specifies a
feature map for a finitenumber of scales in a fixed ran§E0]. The final score is calculated
(Equationl) by the scores of eachilter at their respective locationsninusa defoimation
cost that depends on the relative positiah each part with respect to the rogilus the bias
[10].

@)

1O}

OA T rOM B 1) Y 6

Equationl Final score calculation

('Y is the score of eacHilter at its respective locationd is the deformation cost that
depends on the relativpositionof each part with respect to the ropb is the bias

In this model the part filters capture features at twictihe spatial resolution relative to the
features captured byhe root filter [10].In LSVM trainingprocess each example x is scored
by a function agEquation2):

Mo | Ar O o 1)
Equation2 Score of each example

(@GN « « | is the concatenation of the rodfilter, the part filters, and deformation cost
weights,  is a specification of the obj configuration, an®® ¢hx isa concatenation of sub
windows from a feature pyramidnd part deformation featureq410]

3.1.2 Training

In this study, multiclass scene classificatiused To improve accuracg, square root filter
is usedand restrcted to have at least 40% overlap with the imag@ehich means that for a
square image, the root filter coveover 60% of each dimensiof2).

The automatictraining process isveakly unsupervised. For training one model, it takes all
images in current faler as positive images and all other images in other folders as negative
images After training, it will calculate score of the test image for each class. The class which
has the maximum score for the test image is where the test image belongs to.



3.2 Workflow

Create GIST
Dataset
feture for all
Preprocess
dataset

Training

Scene
Classification

Figure2 Indoor scene recognition workflow
The workflow(Figure2) is a 4step process:

1. Prepare all training images and test images and preprocess all dataseeach training
image into itsunique trainingimagefolder. After this step, there should b&folders each

containing its own training images.

2. Etract GIST features fall datasetby using Computer Vision Feature Extraction Toolbox
[1] classifiedby folder. All GIST features shalbe aoneto onerelation to the image folder.

3. Run training. It takes normally hour to run one model and will get model, score and

bounding box in the end.

4. According to the highest score one scenesgi¢twill be classified to one specific catego

Bounding boxanbe also visualizeé in ascene to see where the important objdas in
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After indoor scene recognition, all imagesgken from one routeget their respective labels.

However, all those labels can be repetitive in ongogoute. For instance, in a corridanly

subNR dzi S +ftt AYIF3AS&a o60ly 0SS FAGSTI &AAE 2N SO°
O23ayAGA2Yy LINROSaasx AdQa -odlprduieSadld vihdle, thid NS A @S
treat the whole corridoias one scene and describe only once.

All those images of one route are labeled chronologically, therefore subsequent images have

a certain kind of relation. For instance, if several subsequent images are all labeled as

Wa i A NDI thaStie>obskrér isiwélkirly ®n the stairs; if subsequent images are all

f1 oSt SR 4 WR22ND FyR GKS ySEG AYIF3ISth&F R22N
the observer is walking approaching the door, when the next image after-skres is a

corridor, it tellsthat the observer just walked through the door.

In order to clarify all those relations and to briefly describe a route, definition of image
schemais adopted and formal mode[5] is builtin thisthesis

4.1 Basic idea

An image schema is a recumg structure within cognitive processes which establishes
patterns of understanding and reasonirig].Image schemia are intended to be pervasive,

well defined, and of sufficient structure to constraidS 2 LJt SQ& dzy RSNBR Gl yRA Yy 3
The PATH schem for example, representsnovement and is therefore important for
wayfinding. It is structured through starting point, an endpoint, and a connection been

these pointg5].

An image schema reflects a relation. For one certain relation, it is fixddctrabe easily
adapted to describe other situationslablel listssome basic imagscheméa (some are not
used inthis study), which nearly coves most of human indoor wayfindingprocesses
Example scenes are shownFigure3.

Description Extracted Image Schema | Example
starting point START(I) ¢ startT N2 Y ISBARE(IH I
endpoint END()) ¢l endK S NJEBID(I)

S2 ¢ekan&levator and a
Link observer to an object | LINK(I, object) staircasé I' [ klévatad),L >
LINK(I, staircase)

S4y standin the lobby to the
IN_CONTAINER(l, area) |library¢ ' Lby/ hbt¢
lobby)

Observer is inside a specif
area

Observer is out of a speciff OUT_OF_CONTAINER(l, | say &thnd out of
area area) f A 0 NOUNEO& CONINER(I

10



library)

Observer is in front of a
specific object

IN_FRONT_OF(, object)

S2 &tand in front of an
elevatoé ' LbyCwhob
elevator)

Observer is in the left of a
specific object

LEFT_OF(l, object)

S4y &tand left of a
staircasé I' [ 9 C ¢stpitcade

Observer is in the right of
specific object

RIGHT_OF(l, object)

Sk stand right of room
178 'wL DI ¢ yh Co
1783)

Observer ibetweenobject
A and object B

BEWEEN!, object A, objec
B)

S1y standbetweenroom 1783
anda door to anotker
corridort BEWEEN, Room
1783, door)

Observer is standing on th
surface of a specific object

ON_SURFACE(l, object)

S1Y stand on the surface of a
corrido I' hby{! wC!
corridor)

Observer is passing
through an object

PATH_THROUGH(I, object

S3¢ gothrough the door which
isi2 | f2008¢T
PATH_THROUGH(, door)

Observer is walking along
an object/path

PATH_ALONG(l, object)

SIYgdl f 2y3 | O2
PATH_ALONG(I, corridor)

Observer is walking
upward

UP(l, object)

S gdupstairsby
elevatog=UP(l elevatoi)

Observer is walking
downward

DOWN(I, object)

{HYEL 32 R26Y 4
St SOFG2NET | t oL

Observer is connecting
object A and object B

CONNECT(l, object A, objg
B)

{HYECKS St SglI i
1stfloorand 24F £ 2 2 NE T
CONNECT@lator, Ftfloor, 2@
floor)

Tablel Basic Forms of Image Schema
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Scene 1 Scene 2

Scene 3 Scene 4

Figure3 Four example scenes (Scene 1, S&r8ren® and Scene %

Image Schema is antémmediate medium for object and action, their relationship can be
described agigures:

12



Image
Schema

o L

Action Object

U

\ Perception of the world /

Figure4 Relationship between image schema, object and action

There are many interpretations for one image scheimdhis study, a certain action for one
schemais defined Some actions can be used by several schaniable 2 lists mapping
relationsbetween action and image schema.

Action Image Schema
See LINK(I, object)
Stand ON_SURFAL, object)

IN_FRONT_OF(I, object)
LEFT_OFK(l, object)
RIGHT_OF(l, object)
BETEN(I, object A, object B)

Goalong PATH_ALONG(I, object)
Gothrough PATH_THROUGH(I, object)
Goup/down UP(l, object)

DOWN(I, object)

Table2 Mappingbetween action and image schema

13



4.2 Image Schema ExtractidRules

Through indoor scene recognition method, main scene in each irhagédeen already
recognized such aslevator, lobby,staircase, corridor and dooiSinceone path contains
several imagesdepending on image frequencyesulting in different scene extraction
frequency, e.g. in one corridamly path,maycontain2 corridor images or 5 corridor images.
Thus, in order to efficiently use image scheraad simpify extraction procesghree
condtions for an ideal dataseand four image schema extraction rulese definedin this
paper:

Conditionl: The given amount of images for one patiaige enough to describe the path,
which means, more imagesre neededfor complex scene (transition frowne scene to
another scene) than simple scene(e.g. remain in a corridor or staircase).

Condition 2: All critical scenes can be recognized. Due to limitations of indoor scene
recognition method, not all scenes can be correctly recogifvzleith willhave wong labe),
suppose all critical scenes(corridor, staircase, door) have been recognized more than the
minimum number.

Condition 3Each scene is froniew scene, which means, each scene is path relevant, what
observer aw on his left or right doesn't m&dr, only what hesaw in the frontis takeninto
consideration

Rule 1:MODE idirst given(1 represents up, O represents down) as an atiin of up/down
direction when walking staircase.

Rule 2: One path schema starts with START(I) and ends with. END(I)

Rule 3: The first corridor will be extracted as ON_SURFACE schema and the first staircase will
be extracted as LINK schema.

Rule4: When thereare Y2 NBE G KIy 2y S adzo &S | stEhgfecogritior2 NNA R 2
NBadzZ G | ff 0K23a$S |abdzardatet @=S ghé ande HAcNIed Ri® NE g A
PATH_ALONG schema; likewise, when tlaeeemore than one subsequenstaircasdén
indoorscenerecognition result, all those subsequéstiaircas€will be treated as one anie

derived intoUP/DOWN schema.

Accordirg to above rules, theolur separate scenem Figure3 can be extracted asable3:

SceneRecognition Result Extracted Schema
Scene 1 ON_SURFACE('I','corridor");
‘corridor’ If the next scene is also arddor:

PATH_ALONG('I','corridor");

Scene 2 LINK('I'glevator);

‘elevator If the next scene is alson &levator:

14



UR'I','elevator’); or DOWN'I','elevator’)

Scene 3 LINK('I'door);

'door If the next scene is a corridor:
PATH_THROUGHY('I','dopr")

Scene 4 LINK('I'glevator);

WevatolQ O0UKA& A& GKS |END();
and this label is wrong

Table3 Extracted Schema from 4 sample scenes

4.3 Semantic Dscriptionfrom Extracted Image Schema

One given imageciema can be organized into one sentence through given aclioere is
alsoa mapping lis{Table4) of how to change schema into sentence.

Extracted Image schema Interpretation
LINK(I, object) | see object.
ON_SURFACK(I, oljec | stand in object.
PATH_ALONG(I, object) | go along object.
PATH_THROUGH(I, object) I go through object.
UP(l, object) | go up of object.
DOWN(I, object) | go down of object.

Table4 Mapping list from Extracted Schema todryretation

One full description also BBA ya4 SAGK oL ndlénd Wiha FNBYR KK SBB®E |
way a whole description of a path is automatically generated.

After several trialsjt is noticedthat the generated description is too simple andthvaiut
turn-left or turn-right actions. Therefore, some seléfined action demansl are added
according to floor plan. Seshapter5 RouteVisualizatiorfor details.

15



4.4 \Workflow

Indoor scene Extractimage
. Generate route
recognition schema from .
description
result each scene

Figureb Image Schema waflow
The workflow(Figureb) is a 3step process:
1. Sort indoor scene recognition results and make it in a-after-one order of the path.
2. Extractimage schema from each scene.
3. Generate route descriptions from all exttad image schema.

The whole process is automatic, therefore, the setiaroute descriptionseems to be
robotic.

16
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It is plausible to assume that a perspearceives more objects on a route than he would use

in navigation instructios for the same routd22].Therefore, agood route visualization
strategyshouldhelp people in indoor wajinding proces® & | G G N»¥ OG Ay 3 LIS2 LI
Several symbolsire designed heréo visualizegiven route imagefollowing a principle that
thosesymbols should be easy to understand atehr to see.

5.1 Symbol Design
Thesymbol design process consideosifaspects: shape, color, size and position.

1. Shape Smple and instinct symbols to visualize the routey avoid confusing caused by
complicaed symbols. For instance, an arrow shows walking direction; a filled circle shows
We 2 dz | MBollok Sidl&rxedns start or end positign; means not going there.

2. Cobur. Thesymbolshouldl 4 G N>} O LIS2 L)X SQa | daSyiddtheg G G
whole route (except start and end point), regilchoseras the main displaying cmir. Yellow
isfor starting point and greersfor end point.

3. Size In principlethe symbolsshould belargeSy 2 dzZ3 K 2 | G GNF OG0 LIS2 LI ¢
not too bigto cover the original route image. Therefore, parametars setasTable5 shows
(for images with size of 300pxx400px)

Shape Shape Name Parameter
Hollow circle Radius: 35px;
line width: 5;

Colaur: yellow or green

Filled circle Radius: 35 px;
. Opacity: 0.7;

Colaur: red

Navigation arrow Width: 60px, 100px;
Height: 150px;
Opacity: 0.7;

Colaur: red

17



Staircase arrow

Width: 100px;
Height: 150px;
Opacity: 0.7;

Colaur: red

Staircase arrow + cross

Staircase arrow:

Cobur: black

Cross:

Line length (each): 10 px;
Intersection angle: 90°;
line width: 20;

Cross olour: red

Direction arrow

Position and directionaccording to
each situation;

Colaur: red

Table5 symbol list for route visualation

4. Position Theoreticallythosesymbols should be placed in middle of recognized scene.

5.2 Automatic Route visualization

Automatic route visualization processgs been realizeih such a way thain conformity

with rules of image schematand positions of symbols are calculated according to position

of bounding box of each imag€&he coordinatesystemis defined as-igure6:

18




Figure6 Image coordinate system

The position of bounding box is deéid as figureb that the upleft coordinate of bounding
box is ki,y1) and the rightdown coordinate isx,y2) . The position(Figure?7) of hollow circle
symbol in start or end image is fixed as the center of image

X1,

Xz, Yz

Figure7 Coordinate definition of bounding box in image coordinate system

5.2.1 Corridor
The position of symbol in corridor scene depends on whether the image schema is
ON_SURFACE(l, object) or PATH_ALONG(l, object). If the image schemaUREACE(,
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object), then the symbol is a filled red circle and the center of citsleu§ ) is calculated as
Equation3:

O e © I )
@ W o fo
Equation3 Center of circle

If the image schema BATH_ALONG(I, object), then the symbol is a navigation arrow which
is actually a filled pentagon consisting of 5 coordinates30(xy+50), (360, y+150), (x+50,
y+150), (x+30, y+50), (X, Y)and yare calculated agquations:

O W 0 (3)
W 0 i

Equation4 Position of filled pentagon in codor

5.2.2 Door

When the image schema is PATH_THROUGH(I, object), the symbol is also a filled pentagon
consising of 5 coordinates: ¢80, y+50), (60, y+150), (x+50, y+150), (x+30, y+50), (X, y) but
with different calculation methodEquation5):

O W I 4)
W ¢ W i

Equation5 Position of filled pentagon in door

5.2.3 Elevator
The symbol and position of elevator is the same with the red filled circle in corridor scene.

5.2.4 Lobby
The symbol and position of elevator is the same with the red filledecinotorridor scene.

5.2.5 Staircase

If the image schema i¥P(I, object) or DOWN(I, object), the symbol is a filled pentagon
consisting of 5 coordinates:-p0, y+50), (360, y+150), (x+50, y+150), (x+50, y+50), (X, y), X
and yare calculated ag&quation6:

O 0w oI 5)
W W i

Equation6 Position of filled pentagon in staircase

20



Otherwise, people should not step on the staircaBeerefore, color ofifled pentagonis set
from red to black anda filled red crosss placedabove pentagon to warn people. The
pentagon is in the same position and the cross consists of two lines with coordinat ((x
y+25), (x+50, y+125)) and ((x+50, y+25R50(xy+125) respectively x and y arecalculated
from the same staircase formula.

Table6 shows a list of designed symbol for each image schema

Image Schema Visualization symbol

START()

END(])

21



PATH_ALONG(l, object)

PATH_THROUGHobject)

UP(l, object)
DOWN(I, object)

22




ON_SURFACE(l, object)

DO _NOT(l)

Table6 Mapping from image schema to symbol

5.3 Manual Modification

In order to improve way finding procesdirection arrow is addedto the autamatically
generated routesand unnecessary symbolghich are created due to wrong recognition are
deleted For instance, a tunteft arrow is added to 4L; original filled red circle is replaced
by a walkforward arrow in 26; original filled red circlesireplaced by a turteft arrow in 3
24. (FigureB)
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11 2-6 3-24
Figure8 Visualization result after manual modification1126 and 324)
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In case study, three typical indoor routes were selectedfrom main campus of TUM

(Technical University of Munickand were studied how indoor scenerecognition method,
image schema and visualization techniques can be applidtee route data

6.1 Scene RecognitioModel training

6.1.1 Training Dataset

The training dataset is original training dataggtmixing with several indoor photos takém
personfrom main TUM campysmainly from ive categories:corridor, door,elevator, lobby
and staircase Since the originatlataset d R yéddtain door category, training dataset of
door were createdadditionally, which has 80 training images. In order to make each image
comparable, all photowere downgradedo similar size of the original training images.

The test images aralsofrom TUM campusand can be partly downloadédand the image
size is also downgraded to comparable size with the training dataset.

6.1.2 Corridor

Figure9 Corridor model

http://www.navvis.Imt.ei.tum.de/indooevielr/
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http://www.navvis.lmt.ei.tum.de/indoor-viewer/

Theabovecorridor model (Figure9) shows the root filter (column 1), part filters (column 2)
and the deformation model (column 3). Top row is the first model component and bottom
row is the second model component.

FigurelO showsthree correctly recogned corridor scenes with bounding boxes:

6-1 6-2 6-3

Figurel0 Correctly recognized corridor scenes with bounding boxds 6& and 63)

According to the test resulit is noticed that most corridorscenes can be recognized, since
corridor is mainly characterized by global feature that a scene hagpanallelfacades (one
on the left and one on the right)t is also fond that when a corridor scene hasly one
facade of wall, it camot be recognizé or mistakenly recognized.

6.1.3 Door

26
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Figurell Door model

Theabovedoor model (Figure11) shows the root filter (column 1), part filters (column 2)
and the deformation model (column 3). Top row i thirst model component and bottom
row is the second model component.

Figurel2 showsthree perfectly recognized door scenes with bounding boxes:

|
|

6-4 6-5 6-6

Figurel2 Correcly recognized door scenes with bounding bdges 65 and 66)
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According to the whole test resultst is noticed that most of the door scerecan be
recognized. Since doors have different sizes or shapes, they calwaysbe enclosed by
the bounding lox. Some door scenes are mistakenly recogniZzee reasons come from
three aspects:

1. When the surface of door is coved by something (e.g. posters), the door might be
mistakenly recognized as cinema.

2. When the door is part of a corridor (e.g. erfdaocorridor or a connection befeen two
corridors), especially when the door is open, it has a high possibility to be recognized as
corridor.

3. When people can clearly see other large objects &agcase) through the door, which is
normally part ofa corridor and at a state of open, it is probably recognized as something else,
depending on what people see.

6.1.4 Elevator

Figurel3 Elevator model

Theaboveelevatormodel (Figurel3) shows the roofilter (column 1), part filters (column 2)
and the deformation model (column 3). Top row is the first model component and bottom
row is the second model component.

Figurel4 showsthree perfectly recognized elevator scenes wittuhding boxes:
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6-7 6-8 6-9

Figurel4 Correctly recognized elevator scenes with bounding b@@s6-8 and 69)

According to the whole test resulti,is noticed that most elevator scenes nabe recognized
since most elevators have a typical different properties compared with background.

6.1.5 Lobby

Figurel5 Lobby model
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